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A B S T R A C T

This thesis describes the theoretical background, simulations, ex-
perimental apparatus, and measurements of nuclear spin dynamics
via optically pumped magnetometers in unconventional magnetic
field regimes. It is divided into four parts: Magnetometry, Nuclear
Magnetic Resonance Spectroscopy, Nuclear Relaxation Dispersion,
and Nuclear Spin Control, each looking at different aspects of this
topic.

The magnetometry section describes how through integration of
techniques from DC spin-exchange relaxation-free and rf magne-
tometers, a widely tunable magnetometer is developed that offers
a nearly flat response from DC up to few kHz with a sensitivity of
less than 20 fT

√
Hz. Within this range, it surpasses the capabilities

of inductive detection methods and eliminates the necessity for cryo-
genic temperatures that are required for superconducting quantum
interference devices (SQUIDs).

The subsequent part employs the magnetometer for conducting
nuclear magnetic resonance spectroscopy experiments involving cou-
pled nuclear spin systems. A comprehensive analysis is undertaken
to ascertain the optimal magnetic field that yields the most precise
determination of the J-coupling constant. It is shown that for some
systems the ultralow field regime offers advantages compared to the
zero- and high-field regime.

A key factor in choosing the optimal field is the nuclear spin relax-
ation’s strong field dependency, explored in the thesis’s third part.
This section thoroughly examines this subject in the unconventional
ultralow field range, discussing long-lived coherences and the impact
of long correlations in molecular dynamics. The thesis experimentally
investigates this by adapting the established fast-field cycling method
to ultralow fields and combining it with optical detection.

The thesis’s final part focuses on enhancing nuclear spin dynam-
ics manipulation through advanced methods that ensure selective,
efficient, accurate, and fault-tolerant spin control. ultralow fields
possess unique attributes, making even basic techniques like spin-
selective resonant pulses challenging to implement. To address this,
novel concepts were devised, enabling effective spin control in the
ultralow field range, rivaling or surpassing high-field counterparts.
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The efficiency of these improved pulse sequences is demonstrated
in dynamical decoupling, polarimetry, and spectral filtering experi-
ments.

Z U S A M M E N FA S S U N G

Diese Arbeit beschreibt den theoretischen Hintergrund, Simulationen,
Versuchsaufbauten und Messungen der Kernspindynamik mittels
optisch gepumpter Magnetometer in unkonventionellen Magnet-
feldregimen. Die Arbeit ist in vier Teile gegliedert: Magnetometrie,
Magnetresonanyspektroskopie, Kernrelaxationsdispersion und die
Kontrolle von Kernspins.

Im Abschnitt über Magnetometrie wird beschrieben, wie durch
die Integration verschiedener Magnetometrietechniken ein weithin
abstimmbares Magnetometer entwickelt wird, das eine nahezu flache
Empfindlichkeitskurve von 20 fT

√
Hz über weite Frequenzbereiche

von wenigen Hz bis zu mehreren kHz aufweist. In diesem Bereich
übertrifft es die Möglichkeiten alternativer Detektionsmethoden.

Im nächsten Teil wird das Magnetometer für die Durchführung
von Experimenten zur kernmagnetischen Resonanzspektroskopie mit
gekoppelten Kernspinsystemen eingesetzt. Es wird eine umfassende
Analyse durchgeführt, um das optimale Magnetfeld zu ermitteln, das
die genaueste Bestimmung der J-Kopplungskonstante ermöglicht. Es
wird gezeigt, dass die vereinfachende Annahme, es handele sich um
eines der beiden Extreme, entweder Hochfeld oder Nullfeld, nicht
die allgemeinegültige Antwort ist.

Ein Schlüsselfaktor bei der Wahl des optimalen Feldes ist die
Feldabhängigkeit der Kernspinrelaxation, die im dritten Teil der Ar-
beit untersucht wird. In diesem Abschnitt wird dieses Thema im
unkonventionellen Bereich ultraniedriger Felder untersucht, wobei
langlebige Kohärenzen und die Auswirkungen langzeitigen Kor-
relationen in der Molekulardynamik erörtert werden. Die Arbeit
untersucht dies experimentell, indem sie die etablierte Fast-Field-
Cycling-Methode an ultraniedrige Felder anpasst und mit optischer
Detektion kombiniert.

Der letzte Teil der Arbeit konzentriert sich auf die Verbesserung
der Manipulation der Kernspindynamik durch fortschrittliche Me-
thoden, die eine selektive, effiziente, genaue und fehlertolerante Spin-
Kontrolle gewährleisten. Ultra-niedrige Felder besitzen einzigartige
Eigenschaften, die selbst grundlegende Techniken wie spinselektive
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Resonanzpulse zu einer Herausforderung machen. Deshalb wurden
neuartige Konzepte entwickelt, die eine wirksame Spin-Kontrolle im
Ultra-Niedrigfeldbereich ermöglichen, die mit den entsprechenden
Verfahren im Hochfeldbereich konkurrieren oder diese sogar über-
treffen. Die Wirksamkeit dieser verbesserten Pulssequenzen wird
in Experimenten zur dynamischen Entkopplung, Polarimetrie und
spektralen Filterung demonstriert.

R E S U M E N

Esta tesis doctoral describe la teoría, simulaciones, aparato experi-
mental y mediciones de dinámicas de spin nuclear por medio de
magnetómetros de bombeo óptico en regímenes magnéticos no con-
vencionales. Esta tesis está dividida en cuatro partes: magnetometría,
espectroscopia de resonancia magnética nuclear, dispersión relajación
nuclear y control de spin nuclear.

La sección de magnetometría describe cómo, mediante la integra-
ción de las técnicas de intercambio de spin DC libre de relajación y
magnetómetros RF, se ha desarrollado un magnetómetro ampliamen-
te ajustable que ofrece una respuesta casi plana desde DC hasta unos
pocos kHz con una sensibilidad de menos de 20 fT

√
Hz. En este

rango, sobrepasa las capacidades de métodos de detección inductiva
y elimina la necesidad de temperaturas criogénicas que se necesi-
tan para los aparatos superconductores de interferencia cuántica
(SQUIDs).

En la siguiente parte se emplea el magnetómetro para realizar
experimentos de espectroscopia de resonancia magnética nuclear
en sistemas con spines nucleares acoplados. Se realiza exhaustivo
análisis para encontrar el campo magnético que da la determinación
más precisa de la constante J de acoplamiento. Se demuestra que la
suposición de que este campo magnético es uno de los dos extremos,
o algo o cero, no es la respuesta correcta para todos los sistemas.

Un factor clave para elegir el campo magnético es la fuerte de-
pendencia de la relajación del spin nuclear con el campo. Esta de-
pendencia se explora en la tercera parte de esta tesis en el rango
no convencional de campos ultra bajos, con una discusión sobre
coherencias persistentes de larga vida y el impacto de correlaciones
extendidas en las dinámicas moleculares. Esto se estudia experi-
mentalmente adaptando el método establecido de rotado rápido de
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campo (fast field cycling) a campos ultra bajos y combinándolo con
detección óptica.

La parte final de esta tesis se enfoca en mejorar la manipulación
de las dinámicas de espín nuclear mediante avanzados métodos
que aseguran un control del espín selectivo, eficiente, exacto y a
prueba de fallos. Los campos ultra bajos poseen atributos únicos que
hacen que incluso las técnicas básicas como los pulsos resonantes
selectivos de espín sean difíciles de implementar. Para solventar
esto, se han desarrollado nuevos conceptos que permiten el control
efectivo del espín en el rango de campos ultra bajos similares o
incluso mejores que sus contrapartes de campos altos. La eficacia de
estas secuencias de pulsos mejoradas se demuestra con experimentos
de desacoplamiento dinámico, polarimetría y filtrado espectral.

R E S U M

Aquesta tesi doctoral descriu la teoria, simulacions, aparell experi-
mental i mesuraments de dinàmiques de espín nuclear per mitjà de
magnetòmetres de bombeig òptic en règims magnètics no conven-
cionals. Aquesta tesi està dividida en quatre parts: magnetometria,
espectroscòpia de ressonància magnètica nuclear, dispersió relaxació
nuclear i control de espín nuclear.

La secció de magnetometria descriu com, mitjançant la integra-
ció de les tècniques d’intercanvi de espín DC lliure de relaxació i
magnetòmetres RF, s’ha desenvolupat un magnetòmetre àmpliament
ajustable que ofereix una resposta gairebé plana des de DC fins a uns
pocs kHz amb una sensibilitat de menys de 20 fT

√
Hz. En aquest

rang, sobrepassa les capacitats de mètodes de detecció inductiva i
elimina la necessitat de temperatures criogèniques necessàries en
aparells superconductors d’interferència quàntica o SQUIDs (per les
sigles en anglès).

A la següent part s’empra el magnetòmetre per realitzar experi-
ments d’espectroscòpia de ressonància magnètica nuclear en sistemes
amb espines nuclears acoblats. Es fa una anàlisi exhaustiva per tro-
bar el camp magnètic que dóna la determinació més precisa de la
constant J d’acoblament. Es demostra que alguns sistemes en règim
de camps ultra baixos ofereixen avantatges quan es comparen amb
els camps a zero y alt règim.

Un factor clau per triar el camp magnètic és la forta dependència
de la relaxació de l’espín nuclear amb el camp. Aquesta dependència
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s’explora a la tercera part d’aquesta tesi al rang no convencional de
camps ultra baixos, amb una discussió sobre coherències persistents
de llarga vida i l’impacte de correlacions esteses a les dinàmiques
moleculars. Aquest estudi es realitza experimentalment adaptant
el mètode establert de rotació ràpida de camp (fast field cycling) a
camps ultra baixos i combinant-ho amb detecció òptica.

La part final d’aquesta tesi s’enfoca a millorar la manipulació de les
dinàmiques d’espín nuclear mitjançant mètodes avançats que assegu-
ren un control de l’espín selectiu, eficient, exacte i a prova d’errors.
Els camps ultra baixos tenen atributs únics que fan que fins i tot les
tècniques bàsiques com els polsos ressonants selectius d’espín siguin
difícils d’implementar. Per resoldre això, s’han desenvolupat nous
conceptes que permeten el control efectiu de l’espín en el rang de
camps ultra baixos similars o fins i tot millors que les contraparts de
camps alts. L’eficàcia d’aquestes seqüències de polsos millorades es
demostra amb experiments de desacoblament dinàmic, polarimetria
i filtratge espectral.

vii





P U B L I C AT I O N S

This thesis includes material from the following published articles:

• Bodenstedt, S., Mitchell, M. W., Tayler, M. C. D., “Fast-field-
cycling ultralow-field nuclear magnetic relaxation dispersion,”
Nature Communications 12, 4041 (2021)

• Bodenstedt, S., Moll, D., Glöggler, S., Mitchell, M. W., Tayler,
M. C. D., “Decoupling of spin decoherence paths near zero
magnetic field,” The Journal of Physical Chemistry Letters 13,
98–104 (2021)

• Tayler, M. C. D., Mouloudakis, K., Zetter, R., Hunter, D., Lu-
civero, V. G., Bodenstedt, S., Parkkonen, L., Mitchell, M. W.,
“Miniature biplanar coils for alkali-metal-vapor magnetome-
try,” Physical Review Applied 18, 014036 (2022)

• Bodenstedt, S., Mitchell, M. W., Tayler, M. C. D., “Meridional
composite pulses for low-field magnetic resonance,” Physical
Review A 106, 10.1103/physreva.106.033102 (2022)

• Mouloudakis, K., Bodenstedt, S., Azagra, M., Mitchell, M. W.,
Marco-Rius, I., Tayler, M. C. D., “Real-time polarimetry of
hyperpolarized 13C nuclear spins using an atomic magnetome-
ter,” The Journal of Physical Chemistry Letters 14, 1192–1197

(2023)

• Chuchkova, L., Bodenstedt, S., Picazo-Frutos, R., Eills, J., Tre-
tiak, O., Hu, Y., Barskiy, D. A., Santis, J., Tayler, M. C. D., Budker,
D., Sheberstov, K. F., “Magnetometer-detected nuclear magnetic
resonance of photochemically hyperpolarized molecules,” The
Journal of Physical Chemistry Letters, 6814–6822 (2023)

ix

https://doi.org/10.1038/s41467-021-24248-9
https://doi.org/10.1021/acs.jpclett.1c03714
https://doi.org/10.1021/acs.jpclett.1c03714
https://doi.org/10.1103/PhysRevApplied.18.014036
https://doi.org/10.1103/physreva.106.033102
https://doi.org/10.1103/physreva.106.033102
https://doi.org/10.1103/physreva.106.033102
https://doi.org/10.1021/acs.jpclett.2c03864
https://doi.org/10.1021/acs.jpclett.2c03864
https://doi.org/10.1021/acs.jpclett.3c01310
https://doi.org/10.1021/acs.jpclett.3c01310


The thesis also includes materials from articles that are currently
in manuscript form, which will be submitted shortly for peer review:

• Bodenstedt, S., Mitchell, M. W., Tayler, M. C. D., “Resolution
optimized NMR spectroscopy below Earth’s field,” In prepara-
tion. (2023)

• Tayler, M. C. D., Bodenstedt, S., “NMRduino: a modular, open-
source, low-field magnetic resonance platform,” In review.
(2023)

• Bodenstedt, S., “DFTtools: a Python package for the analysis
of low frequency free induction decays,” In preparation. (2023)

• Bodenstedt, S., Mitchell, M. W., Tayler, M. C. D., “Accounting
for dq/dt in the Bloch equation,” In preparation. (2023)

Finally, the work also includes materials from a peer-reviewed
research proposal:

• Bodenstedt, S., “Optical magnetometry of nuclear spin relax-
ation dispersion in ultra-low fields,” Thesis Proposal (2020)

x



A C K N O W L E D G M E N T S

I am deeply grateful to my supervisor, Michael, for his compre-
hensive guidance, remarkable patience, and extensive expertise that
have profoundly shaped my scientific journey. His openness to my
persistent questioning and insightful responses fostered deep un-
derstanding and growth. My appreciation also extends to my group
leader, Morgan, whose consistent guidance and invaluable assistance,
regardless of subject alignment, have illuminated the path to success
and refined my work.

I would like to convey my deep appreciation to office mates Kostas
and Ola, who, despite busy schedules, consistently offered assistance.
Kostas’ guidance was instrumental in understanding spin-exchange
collisions, a fundamental aspect of my research, while Ola’s support
alleviated internal pressures, ensuring a healthier journey.

I am also immensely grateful to the current members of the Atomic
Quantum Optics group: Enes, Laura, María, Tomáš, Romain, Daniel,
Ana, Diana, Rachel, Yanan, Gianvito, Yintao, Andrea, Harini, and
Hana. Expressing my gratitude for the incredible memories we’ve
shared would require far more space than I have here. From our
times at ICFO to the beach, cinema, homes, bars, restaurants, and
amidst nature, each moment has been an unforgettable chapter in our
collective journey. I also hold dear the cherished memories shared
with my former colleagues: Chiara, Hara, Vindhiya, Jia, Ricardo,
Dominic, Fraser, Stuti, Pau, Natalia and Lorena.

I extend my acknowledgment to ICFO’s administration, manage-
ment, and workshops for their significant role in my achievements.
Their meticulous attention to the behind-the-scenes operations and
the seamless functioning of the institute has allowed me to fully
dedicate myself to my projects.

My journey to this Ph.D. position began with invaluable support
from my University of Stuttgart colleagues. Special thanks to Ilja
for kickstarting this path by sending me to Barcelona. I am grateful
to former supervisors Ingmar and Tobi, whose teachings formed
my knowledge foundation. Thanks to past group leaders Jörg and
Harald for an exceptional research environment. I also cherish the
camaraderie and collaboration of former colleagues like Julia, Jakob,
Stefan, and Philipp during my time in Stuttgart.

xi



Gratitude extends to my colleagues of the ZULF ITN as well: Lau-
rynas, Seyma, Vladimir, Kirill, James, Anjusha, Quentin, Aminata,
Domingo, Oksana, and their supervisors. The few yet remarkable
meetings were a treasure trove of knowledge, and the companionship
of both scientific and non-scientific moments was equally appreci-
ated. A heartfelt acknowledgment is reserved for my colleagues at
the Helmholtz Institute in Mainz – John, Dmitry, and Teng – who
generously hosted me in my initial PhD months, affording me a
strong foundation in this new field. And to Roman, I extend special
thanks; our discussions have profoundly challenged and refined my
grasp of intricate physical nuances.

I am deeply grateful for the unwavering support and unconditional
love provided by my grandmothers. Their emotional encouragement
and genuine interest in my scientific journey have been a constant
source of inspiration. My heartfelt appreciation also extends to my
late grandpa, who not only shared his passion for science but also
initiated me into the world of experimental physics from an early
age. To my parents and sister, I owe immeasurable gratitude for
their consistent support at every phase of my life, always offering a
welcoming haven that I can call home.

I extend my heartfelt gratitude to both my current and former
flatmates, Ediz, Fionnuala, Saskia, and Niall, whose presence in my
life has made my home a truly welcoming and wonderful space. Their
unwavering support were a constant comfort, and their willingness
to stand by me when needed has been truly cherished.

My appreciation also extends to my circle of friends. I owe a special
debt of thanks to Patrick, whose willingness to lend a listening ear
provided solace whenever I sought it. Equally deserving of gratitude
are Rüdi, whose weekly calls have added joy to my days, and Heike,
who has brought warmth and positivity to our interactions. I am
deeply thankful to Pedro for generously hosting me in Lanzarote,
creating a unique environment for writing my thesis. Nat’s kindness
in lending me her pen during crucial moments by the beach and the
memorable boat trips with Captain Alex are experiences I cherish.
Enes, your travel magnets are a thoughtful reminder of your journeys
and are greatly appreciated. My final appreciation goes to my caring
girlfriend, whose unwavering support and belief in me provided the
strength to persevere through challenges, always standing by my
side during even the toughest times.

xii



C O N T E N T S

Introduction 1

i Magnetometry
1 Atomic Vapor Spin Physics Underlying Optical Magnetom-

etry 13

1.1 Fundamental Sensitivity Estimations 14

1.2 Density Matrix Equation 17

1.3 Numerical Calculations and Simulations 28

1.4 Accounting for dq/dt in the Bloch Equation 34

2 Tunable DC-RF Optical Pumped Magnetometer 41

2.1 Motivation 41

2.2 Magnetometer Characteristics 42

2.3 State of the Art 46

2.4 Working Principle 49

2.5 Performance and Outlook 57

ii Nuclear Magnetic Resonance Spectroscopy
3 Zero- to Ultralow Field Nuclear Magnetic Resonance 65

3.1 Quantum Mechanical Description 66

3.2 Differences Between Zero- and High-Field 68

3.3 Time-Dependent Signals 74

3.4 Initial State Preparation 80

4 Resolution Optimized J Spectroscopy 85

4.1 Motivation for Ultralow Field Spectroscopy 86

4.2 Spectral Fitting via Least Squares Regression Analy-
sis 92

4.3 Experimental Results 97

4.4 Summary 101

iii Nuclear Relaxation Dispersion
5 Long-Lived Coherences 105

5.1 Quantum Master Equations 105

5.2 Liouville Bracket 108

5.3 Secular Approximation 109

5.4 Dipolar Relaxation 112

5.5 AX Spin Systems — e.g. Formic Acid-13C 113

5.6 A3X Spin System — e.g. Methanol-13C 117

xiii



xiv contents

6 Nuclear Magnetic Relaxation Dispersion 121

6.1 Introduction to Fast-Field-Cycling Nuclear Relaxation
Dispersion 121

6.2 Brownian Motion, Relaxation and Correlation 122

6.3 Fast Field Cycling at ultralow Fields 127

6.4 FFC NMRD in Metal Containers 130

6.5 Liquids Confined in Porous Materials 131

6.6 Chemically Induced Dynamic Nuclear Polarization 135

iv Nuclear Spin Control
7 Robust Spin-Selective Inversion at ultralow Fields 139

7.1 Spin Inversion using Ordinary DC and AC Pulses 140

7.2 Composite 90x-180y-90x Inversion Pulses 144

7.3 Rotation Algebra in the Meridional Plane 146

7.4 Band-Selective, Uniform Response, Pure-Phase Pulses 149

7.5 Phase Alternating Composite Pulses 154

7.6 Outlook 156

8 Decoupling of Spin Decoherence Paths 161

8.1 Coherent Averaging Theory 161

8.2 Zero-Field Implementation of the XY4 Pulse Sequence 167

8.3 Scalar Relaxation Effects due to Deuterium 173

8.4 Scalar Relaxation due to Nitrogen-14 175

8.5 Real-Time Polarimetry of Hyperpolarized Nuclear Spins 176

Conclusion 179

Appendix
a Mathematical Notation, Definitions and Derivations 187

a.1 Einstein Notation 187

a.2 Notation for Fields 187

a.3 Notation for Vector Spaces 187

a.4 Notation for Hilbert Spaces 188

a.5 Notation for Product Spaces 191

a.6 Notation for Liouville Spaces 192

a.7 Reduced Density Operators 194

a.8 Commutators 196

a.9 Secular Approximations 197

b Rotation Algebra and Representation Theory 207

b.1 Algebraic Description of Rotations 207

b.2 Irreducible Representations of Lie Algebras 208

b.3 Spherical Basis States of Irreducible Representation 210



contents xv

b.4 Product Space of Irreducible Representations 214

c Numerical Simulations and Calculations 221

c.1 Spherical Operator Basis for 87Rb Ground Spin States 221

c.2 Local Linearization of the Density Matrix Equation 222

c.3 Numerical Integration of The Density Matrix Equa-
tion 224

d Theoretical Derivation of Zero Field NMR Spectra 227

d.1 Hamiltonian 227

d.2 Selection Rules 228

d.3 Eigenenergies and Transition Frequencies 229

d.4 Examples 229

d.5 More Complex Systems 233

d.6 Comparison to High Field 234

d.7 J-Coupling Constant Sensitivity 235

e Experimental Setup — NMRduino 237

e.1 NMRduino Hardware 237

e.2 NMRduino Software 239

e.3 Nuclear Spin Polarization 242

f Data Analysis — DFTtools 245

f.1 Motivation 245

f.2 Fourier Analysis 248

f.3 Examples 250

f.4 Python Package 254

g Magnetometer Calibration and Sensitivity Estimation 261

g.1 Power of a Time Domain Signal 261

g.2 Amplitude Spectral Density 262

g.3 Test Signal Estimation 266

g.4 Sensitivity Calibration 268

Bibliography 269



A C R O N Y M S

3D three-dimensional

AC alternating current

ASD amplitude spectral density

BPP Bloembergen-Purcell-Pound

BQ 1,4-benzoquinone

BURP broadband uniform-rotation pure-phase

CIDNP chemically induced dynamic nuclear po-
larization

Cs cesium

CSB bipolar current supply

DAC digital to analog converter

DC direct current

DFT discrete Fourier transform

DME density matrix equation

DTFT discrete-time Fourier transform

ELF extremely low frequency (3 Hz to 30 Hz)

EPR electron paramagnetic resonance

FFC fast field cycling

FID free induction decay

FT Fourier transform

FWHM full width at half maximum

GNA Gauss-Newton algorithm

He helium

Hg mercury

K potassium

LDE linear differential equation

LF low frequency (30 kHz to 300 kHz)

LLC long-lived coherence

xvi



Acronyms xvii

MCG magnetocardiography

MEG magnetoencephalography

MRI magnetic resonance imaging

NMR nuclear magnetic resonance

NMRD nuclear magnetic relaxation dispersion

NV nitrogen vacancy

OPM optically pumped magnetometer

PSD power spectral density

Rb rubidium

RF radio frequency

RMS root mean square

SEOP spin exchange optical pumping

SERF spin exchange relaxation free

SLF super low frequency (30 Hz to 300 Hz)

SNR signal-to-noise Ratio

SO(3) 3D rotation group

SPN spin projection noise

SQUID superconducting quantum interference de-
vice

SR2K scalar relaxation of the second kind

SU(2) special unitary group

TEMPOL 4-hydroxy-2,2,6,6-tetramethylpiperidin-1-
oxyl

ULF ultralow field

ULF ultra low frequency (0.3 kHz to 3 kHz)

USB universal serial bus

VLF very low field

VLF very low frequency (3 kHz to 30 kHz)

ZULF zero- to ultralow field



TA B L E O F VA R I A B L E S

AHF Hyperfine splitting

B Classical magnetic field vector

b Dipolar coupling constant

β Inverse spin temperature

E Classical electric field vector

f Classical frequency

F̂ Sum of spin operators

G(τ) Auto-correlation function

g Landé g-factor

γe Gyromagnetic ratio of an isolated electron
(≈ −2π × 28.03 GHz T−1)

γ Gyromagnetic ratio

γn Gyromagnetic ratio of a nuclear spin
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I N T R O D U C T I O N

Magnetic fields represent a ubiquitous phenomenon in both our daily
existence and throughout the universe. They manifest in diverse
forms, encompassing static fields like the magnetosphere of the
Earth and alternating fields, as encountered in radio frequency
(RF) transmission. Moreover, magnetic fields exhibit a wide range of
strengths, from immensely intense fields, exceeding a billion tesla [1,
2], generated by neutron stars, to the more moderate fields exhibited
by permanent magnets, as well as substantially weaker fields on the
order of femto- to picotesla, stemming from biological events. At
first, magnetic fields were primarily observed passively; however,
contemporary advancements enable active engineering of these fields,
both spatially and temporally. This manipulation is achieved through
techniques such as shaping ferromagnetic materials or controlling
electric current paths in coils.

Regardless of their source or form, magnetic fields are an essential
aspect of modern technology, playing a crucial role in applications
ranging from transportation (electric motors), energy (generators, fu-
sion reactors), fundamental physics (particle accelerators), chemistry
(nuclear magnetic resonance (NMR) spectroscopy), military/security
(metal detectors), biology (muscle/plants), geology (rock magnetism)
and archaeology to medical applications (magnetic resonance imag-
ing (MRI), magnetoencephalography (MEG) and magnetocardiogra-
phy (MCG)).

Due to the broad spectrum of these applications in the fields of
technology, metrology, and basic science, there is a strong motivation
to invent, develop, and improve techniques to study, manipulate,
and create magnetic fields. This work will cover all three aspects
of the field: The basic scientific interaction of magnetic fields with
matter on the nanoscale will be studied in combination with demon-
strating metrology techniques for its detection and outlining their
technological applications.

sources of magnetic fields on the nanoscale

Magnetic fields are observed on a wide range of length scales. The
magnetic field of the Earth, which shields the surface from cosmic
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2 introduction

radiation, is believed to originate from electric currents flowing in
the Earth’s core. Magnetic fields are also produced by living crea-
tures and organs (e.g. by the heart, brain, muscles), which creates an
intrinsic interest in studying these (e.g. via MCG, MEG or Magneto-
myography) to understand better how the body works or to apply in
healthcare.

At the nanoscale, various phenomena contribute to spatial and
temporal magnetic field variations which are graphically illustrated
in Figure 0.1. Magnetic dipole fields are examples, which emerge when
angular momentum, such as spin or orbital, is associated with a
charged particle, thereby giving rise to a magnetic moment. This
magnetic moment may still persist even for neutral particles, pro-
vided they are composed of charged constituents1. The magnetic field
strength at a specific position within a molecule depends upon the
orientation of these magnetic moments and their relative positioning.
Within non-paramagnetic molecules, permanent magnetic dipoles
exist primarily in the form of spin-carrying nuclei. In the case of a
molecule undergoing random rotational motion, the magnetic field
produced by a dipole averages to zero, rendering direct measure-
ments challenging when the field is averaged over timescales longer
than the molecule’s tumbling time.

In addition to nuclei, electrons also possess magnetic moments. Al-
though they typically form pairs2 within molecules through covalent
bonds, their magnetic dipole fields, in combination with the mag-
netic Fermi

3 contact interaction, indirectly give rise to a phenomenon
known as J-coupling [3], which offers an additional path for nuclear
spins couplings within molecules. Unlike dipolar fields, the Fermi

contact interaction contributes a component that remains indepen-
dent of the molecule’s orientation. This unique characteristic enables
the observation of this phenomenon even in systems undergoing
random molecular tumbling.

Electrons can further influence the local magnetic field through
induced electric currents that scale with externally applied macro-
scopic magnetic fields. This phenomenon, termed the chemical shift,
demonstrates sensitivity to various factors, including the molecule’s

1 A notable example is the neutron, which consists of two “down” and one “up”
quark, collectively contributing to its magnetic properties.

2 Oxygen O2 and nitrogen dioxide NO2 are examples of paramagnetic molecules,
where this is not true.

3 Enrico Fermi (1901-1954) was an Italian physicist who made significant contributions
to quantum theory, nuclear physics, and the development of the first controlled
nuclear chain reaction.
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Figure 0.1: Graphical abstract of the thesis. An NMR experiment can be
abstractly interpreted as a staggered magnetometer: Each stage
is sensitive to certain magnetic interactions in its local envi-
ronment. Whereas the lowest stage (a), the nuclear spins, are
sensitive to external control field as well as (magnetic) spin-spin
interactions, the second stage (b) monitors the impact of these
local effects on the ensemble. In high-field NMR the second
stage would be an inductive pick-up loop and also the last stage.
In contrast, zero- to ultralow field (ZULF) NMR the second stage
is made of a hot vapor of alkali atoms, that, similar to nuclear
spins, are sensitive to control fields, local (magnetic) interactions,
and the field generated by the nuclear spin ensemble. The last
stage (c) transforms the previously gathered information which
is encoded in the spin dynamics of the ensemble of alkali atoms
via photons into a macroscopically measurable signal. During
the whole process, magnetic field measurements are performed
over several orders of length scale, allowing the translation of
molecular dynamics to the macroscopic world.
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orientation, its chemical structure, and the precise location of the
nucleus within the molecule.

The ability to measure these magnetic fields provides valuable
insights into the underlying determinants, encompassing aspects
such as chemical structure, molecular orientation, and nuclear spin
states. Moreover, any temporal variations in these parameters are in-
tricately encoded within the magnetic field itself, offering a powerful
means to explore dynamic molecular processes, including tumbling
and vibrations. While conducting magnetometry at the subatomic
level presents a considerable challenge, it can be accomplished us-
ing the very same particles responsible for some of these magnetic
phenomena.

This is particularly significant since studying phenomena far below
the diffraction limit of visible light poses exceptional challenges. In
contrast to other forms of radiation, such as particle, gravitational,
high-energy electromagnetic or acoustic radiation, magnetic fields
form a unique set of features, such as their ability to penetrate many
materials with minimal disturbance, while still being able to interact
and being emitted by subatomic particles like nuclei.

subatomic magnetometry

Historically, magnetometry traces its origins to the compass [4], a now
everyday device. Over time, diverse types of magnetometers have
been developed, each tailored to fulfill the requirements (size, field
strength, sensitivity, frequency, etc.) of specific applications. At the
nanoscale, magnetometers relying on nuclear spin precession emerge
as promising tools for detecting localized and time-dependent mag-
netic field fluctuations within atoms and molecules. In the classical
picture, if exposed to a magnetic field, a torque

τ = m × B (0.1)

dependent on the magnetic field strength B and its relative orienta-
tion relative to the spin’s magnetic moment m, leads to a rotation
of the spin state. Thereby, by observing the magnetic moment’s
trajectory part of the magnetic field can be reconstructed.

Reading out the state of a single nuclear spin is not trivial and, so
far, has only been achieved by atomic-like solid-state defects such as
nitrogen vacancy (NV) centers in diamond [5, 6] or silicon vacancies
in silicon carbide [7]. However, some of the nanoscale magnetic field
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information is still encoded in the ensemble average of identical
molecules which is one of the reasons for the success of NMR.

Transitioning from individual quantum systems to an ensemble
introduces two distinct facets of spin evolution: the coherent and
the incoherent components. The coherent evolution (described by4

Bcoherent in Figure 0.1), which describe the average overall individual
systems, can be measured on a macroscopic scale. Conversely, the
incoherent portion (Bincoherent in Figure 0.1) induces relaxation within
the ensemble. Both of these components bear significant insights into
the structure and dynamics of molecular systems. In the case of
liquid samples, the rapid molecular tumbling effectively averages out
orientation-dependent interactions during the coherent evolution, yet
valuable information persists, encoded within the system’s relaxation
behavior.

unconventional regimes

Often, external magnetic fields Bcontrol are applied in NMR to ma-
nipulate the nuclear spin states in a controlled manner. Constant
fields cause the nuclear magnetic moments to undergo Larmor

5

precession [8]

ωLarmor = 2π fLarmor =
∣∣γBlocal,avg.

∣∣ , (0.2)

with the precession frequency fLarmor depending on the local, time-
averaged magnetic field Blocal,avg. = Bcoherent + Bcontrol and the nu-
clear spin’s gyromagnetic ratio γ. Many techniques of NMR are based
on determining these fields indirectly at different spatial positions
and spin configurations by measuring these oscillation frequencies.

By changing the bias magnetic field Bcontrol, the nuclear spin mag-
netometer can be tuned to be more or less sensitive to different
types of interactions. Whereas traditionally, NMR is performed at
high Larmor frequencies to profit from greatly increased sensitivity
(due to higher thermal polarization and efficient RF-inductive-pickup
detection) as well as spectral dispersion (through chemical shift),

4 Strictly speaking, control fields described by Bcontrol also lead to coherent spin
evolution.

5 Joseph Larmor (1857–1942) was a British physicist who made significant contribu-
tions to theoretical physics, especially in the areas of electromagnetism and the
kinetic theory of gases, and is known for formulating the Larmor formula describing
the rate at which an accelerated charged particle radiates energy.
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this thesis focuses on a nuclear spin magnetometer operating in the
ZULF [9–14] regime.

Whereas the zero-field regime, where the J-couplings dominate
the coherent spin evolution, is already significantly less popular than
conventional high-field NMR this thesis will focus on the even more
unconventional ultralow field (ULF) regime, where the Zeeman

6

term competes with the scalar coupling for dominance. The continu-
ous transition of the nuclear spin being strongly coupled at zero-field
up to the weak coupling limit reached at low/high fields offers a
promising regime for high-resolution estimations of the J-coupling
constants, due to the potential of combining the advantages (high
transition moments, long-lived coherences, high J-sensitivity) by si-
multaneously avoiding the disadvantages (line broadening) of both
regimes. This will be the main topic of Part ii, where Chapter 3

describes the theoretical foundation of the time-dependent observ-
able signals and Chapter 4 describes how it can be used to estimate
J-coupling constants with high resolution.

In the context of relaxometry, changing the magnetic field, and
by that also the Larmor frequency ωLarmor, allows probing different
spectral regions [15, 16] of the Fourier

7 transformed auto-correlation
functions G(τ) that describe the time-correlation of molecular tum-
bling. These correlation functions can often be modeled with a sin-
gle correlation time τc, leading to a spectrum with a zero-centered
Lorentzian

8 line shape

F (G)(ω) = J(ω) ∝
τc

1 + ω2τ2
c

. (0.3)

This curve tends to a plateau at low (ω ≪ τ−1
c ) and to a ω−2 power

law at high (τ−1
c ≪ ω) Larmor frequencies. Longitudinal relaxom-

etry probes J(ω) at multiples of ωLarmor. The transition from one
regime to the other allows the accurate estimation of the correlation

6 Pieter Zeeman (1865–1943) was a Dutch physicist who discovered the Zeeman effect,
providing crucial evidence for the existence of subatomic particles and advancing
our understanding of atomic structure and magnetism.

7 Joseph Fourier (1768–1830) was a French mathematician and physicist who revolu-
tionized the field of mathematical analysis and the understanding of heat transfer
through his development of Fourier series and the Fourier transform, providing
fundamental tools for studying periodic phenomena and signal processing.

8 Hendrik Lorentz (1853–1928) was a Dutch physicist who played a crucial role in
the development of the theory of electromagnetism, particularly his formulation
of the Lorentz transformation and his contributions to the understanding of the
behavior of charged particles in electromagnetic fields. (Not to be confused with
Ludvig Lorenz, a Danish physicist know for the Lorenz gauge condition.)
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time τc and by that, getting insight into the underlying molecular
dynamics. As a consequence, to investigate processes with very long
correlation times the relaxation rates can be conveniently investigated
at ZULF conditions9.

These conditions are also rather unconventional in the field of
nuclear magnetic relaxation dispersion (NMRD) and the main topic
of Part iii of the thesis, which is all about field-dependent relaxation
rates, either caused by long-lived coherences (Chapter 5) in the
strong coupling regime or slow molecular dynamics (see Chapter 6)
observed in porous materials. The measurements were performed by
extending the technique of fast field cycling (FFC) [17] to the ZULF
regime.

Finally, the last part (Part iv) is all about using externally applied,
carefully designed control fields to further tune the nuclear spin
magnetometer. Different strategies for realizing selective/collective
nuclear spin rotations at the unconventional ZULF conditions will
be discussed in Chapter 7 and then applied in Chapter 8 to decouple
nuclear spins, making the spins (in)sensitive to certain parts of (in-
)coherent magnetic fields.

atomic scale magnetometry

To perform these experiments, the evolution of the nuclear spin
ensemble has to be observed. In contrast to atoms, even if nuclear
isomers feature strong spin-orbit coupling10, the energy difference
between nuclear isomers is often, with rare exceptions [18–20], too
large for being addressable by optical transitions. Optical polarization
(e.g. optical pumping) and read-out techniques that are available for
atoms, are therefore not directly available for nuclear spins11. However, it is

possible to optically
polarize nuclear spins
indirectly e.g. via
SEOP.

Nuclear spins, however, feature a magnetic moment whose dipole
field may extend far beyond the molecule’s size allowing a remote
detection of the nucleus’ spin state. Even if the nuclear magneton
5 × 10−27 J/T is tiny, (about 50 orders of magnitude smaller than the
Earth’s dipole moment), the magnetic field of the 1H nuclear spin

9 Under some conditions, the spectral density function can also be studied in the
rotating frame using spin-locking techniques [16].

10 The spin-orbit coupling scales linearly with γ/a3
0. Even if electrons may have a much

higher gyromagnetic ratio, due to the drastically reduced characteristic distance
a0 (Bohr radius vs. nuclear radius), the energy splitting of nuclear isomers due to
nuclear spin-orbit couplings is significantly higher.

11 With some rare exceptions, e.g. optically detected nuclear magnetic resonance in
mercury (Hg) [21]
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Figure 0.2: Comparison of the frequency-dependent fundamental sensitivity
of potassium-based optically pumped magnetometers (OPMs)
and inductive detection using pick-up coils of comparable size
(adapted from Savukov et al. [22] and Seltzer [23]). The blue line
shows the performance of the OPM used in this thesis and the
relevant frequency range. Improving the magnetometer’s sensi-
tivity by operating it closer to the fundamental sensitivity limits
would extend the frequency region where the OPM outperform
inductive detection.

in a fully polarized droplet of water (0.05 mL corresponds to 1 × 1022

1H nuclei spins) measured at a distance of 1 cm is in the order of the
Earth’s magnetic field measured at the surface (≈ 6000 km distance
from the core).

Whereas, in principle this suggests, that fully polarized liquids
could be analyzed using a device as simple as a compass, in prac-
tice the achievable polarization levels are much lower. The thermal
polarization at room temperature in a magnetic field of 1 T is only
in the order of 1 × 10−6, resulting in a field of only a few picotesla,
requiring more sophisticated sensing devices.

As can be seen in Figure 0.2, inductive detection based on the
Lorentz force on the electrons within conductors, is a great detector
for nuclear spin precession at high-field where Larmor frequencies
are in the order of MHz and above. However, it becomes more and
more inefficient as soon as the magnetic field and therefore the
Larmor frequency is reduced. For a long time, superconducting
quantum interference devices (SQUIDs) which are also based on
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electrons in the form of Cooper
12 pairs, were the only devices with

sufficient sensitivity to detect NMR signals at much lower fields.
Even if electrons, similar to some nuclei, feature a magnetic mo-

ment, building a sensitive magnetometer based on electron spin
precession is not trivial. One of the reasons is that dipolar relaxation
between identical particles scales with γ2. With electrons, due to
the significantly lower mass me ≈ mn/2000, having a much larger
gyromagnetic ratio γ, electron spin precession experiences much
higher relaxation rates due to dipole-dipole interaction compared to
nuclei. In addition, atoms are also affected by collisions that affect
the coherence of electron spin states13. Only when a mechanism
that effectively eliminates the effect of spin-exchange collisions was
discovered, did OPMs based on hot alkali vapor reach comparable
sensitivities to SQUIDs (see Figure 0.2).

Similar to subatomic nuclear spin magnetometers, the individ-
ual atoms within a hot vapor base OPM can be interpreted as an
atomic-sized magnetometer, that is sensitive to its local magnetic
field environment. This is graphically illustrated in Figure 0.1b. In
the same way, magnetic fields (and optical beams) are able to tune
the magnetometer to be more or less sensitive to certain aspects of
this magnetic environment, allowing the development of specialized
magnetometers for different applications. This has been achieved
with great success for different frequency regimes of the magnetic
spectrum, leading to magnetometers being mostly sensitive to ex-
tremely low frequency (3 Hz to 30 Hz) (ELF) and super low frequency
(30 Hz to 300 Hz) (SLF), such as spin exchange relaxation free (SERF)
magnetometers, or alternatively to very low frequency (3 kHz to
30 kHz) (VLF) and low frequency (30 kHz to 300 kHz) (LF), such as
RF magnetometers. Motivated by the special requirements of de-
tecting NMRD in ultralow fields, this thesis investigates another
unconventional regime, this time for OPMs.

In Part i of the thesis, a magnetometer will be described, that
is capable of covering a broad range of frequencies from ELF and
SLF via ultra low frequency (0.3 kHz to 3 kHz) (ULF) all the way to
VLF while maintaining high sensitivity by effectively suppressing

12 Leon Cooper (1930–present) is an American physicist who shared the Nobel Prize
in Physics in 1972 for his work on the theory of superconductivity, specifically the
formulation of the BCS theory alongside John Bardeen and Robert Schrieffer.

13 The reason for spin-exchange during atomic collisions is not dominated by dipole-
dipole interaction but an energy splitting between the singlet and triplet potentials
of the alkali-alkali dimer, which may lead to a phase shift during the collisions that
may exchange the electron spin states [23, 24].
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relaxation caused by spin-exchange collisions. Chapter 1 discusses the
limitations of optically pumped magnetometers with a special focus
on relaxation caused by spin-exchange collisions and the strategies
to effectively eliminate them. Chapter 2 will then discuss how these
ideas can be exploited to build a tunable magnetometer for the
detection of NMR at ZULF conditions.

macroscopic magnetometry

Finally, the last step of the staggered magnetometer in Figure 0.1c
is about monitoring the electron spin. For high-electron spin pre-
cession frequencies again inductive detection could be an option
which is often done in electron paramagnetic resonance (EPR) exper-
iments. Other approaches such as electrically detected magnetic reso-
nance [25] have been performed in solid, by probing the material’s
spin-state-dependent electrical properties (e.g. electrical resistance).

However, for alkali atoms, the availability of optical transitions can
be exploited to efficiently measure the electronic spin state. Optically
detected magnetic resonance [26] is a very common approach for
other types of electron spin-based magnetometers like NV centers.
In this thesis, optical rotation will be used to measure the projection
of the magnetization of a hot vapor of 87Rb.

All stages combined form a three-layer magnetometer system,
comprising three magnetometer stages that perform magnetic field
measurements from the subatomic to the macroscopic length scale.
These measurements, realized in every ZULF NMR experiment, ef-
fectively bridge the gap of length scales to allow molecular dynamics
and chemical structural information at the nanoscale to be observed
on a macroscopic level.
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OPM are suitable for detecting NMR at zero field, offering
high sensitivity and a sufficiently broad bandwidth that
covers the range of common scalar coupling constants.
However, when increasing the field to bridge the gap
to conventional low-field NMR experiments, using an
optical magnetometer raises several issues, including the
need to compensate for the three orders of magnitude
difference in atomic versus nuclear gyromagnetic ratio
and the different operating conditions of DC and RF
magnetometers.

In the first chapter of the thesis, the physical origin of
these issues will be investigated (refer to Chapter 1). This
knowledge will then be applied in Chapter 2 to design a
magnetometer that can be instantly tuned to the nuclear
Larmor frequency over a broad range of frequencies.

These chapters follow closely the publication Bodenstedt
et al. [27] with some additional results soon being pub-
lished in Bodenstedt et al. [28].





1
AT O M I C VA P O R S P I N P H Y S I C S U N D E R LY I N G
O P T I C A L M A G N E T O M E T RY

Magnetometers have a long and storied history, dating back to the
discovery of the compass effect. For many years, sensitivity records
in the low-frequency regime were held by SQUIDs, while inductive
detectors held the record at high frequencies. However, in recent
years, advancements in technology have allowed for the development
of highly sensitive OPMs, which were previously limited by the short
coherence times of atoms. Despite these earlier limitations, OPMs
are now capable of achieving sensitivities that rival those of SQUIDs
and inductive detectors, and they are becoming increasingly popular
in a wide range of applications.

The best magnetic sensor strategy depends on many factors like
bandwidth, operating conditions, energy consumption, weight, or
sensing size. Only taking the latter into account, Figure 1.1 (adapted
from [29]) provides an overview of different sensor strategies, their
sensitivity, and their effective length. For detecting magnetic signals
of NMR samples with a few milliliters in volume, the main topic
of this thesis, OPMs, SQUIDs and inductive sensors are the most
sensitive realized magnetometers so far.

The OPM revolution was triggered by the exploitation of a mecha-
nism that can suppress efficiently relaxation caused by spin-exchange
collisions, the dominant relaxation mechanism for dense alkali va-
pors. Even if the theory by Happer and Tam [30] from 1977 (based on
previous work by Grossetête [31] from 1964) was known for decades,
it was not until 2002 when Allred et al. [32] succeeded in exploiting
this effect for magnetometry. Atomic magnetometers based on this
principle are consequently called SERF magnetometers.

OPMs have been realized with several physical systems, including
hot/cold thermal atomic vapors (based on potassium (K), rubid-

13
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Figure 1.1: Reported magnetic sensitivity δB
√

T for different sensor tech-
nologies (adapted from Mitchell and Palacios Alvarez [29]) as a
function of their effective linear dimension. Except for RFNVD
(= radio-frequency magnetometer based on a dense ensemble
of NVs), the noise levels represent the lowest reported value
at frequency ≤ 1 kHz. References and numeric values can be
found in [29].

ium (Rb), cesium (Cs), Hg1 or helium (He)2) and solid-state defects
(mostly dense ensembles of charged NVs).

This chapter will discuss the basics of the physics behind OPMs
based on hot alkali vapors that are required to understand the limita-
tions that existing implementations face and what ideas determined
the choices that lead to designing the magnetometer used for most
experiments of this thesis. This will not and cannot cover all the
knowledge of the OPM community. The interested reader is referred
to the book Optical Magnetometry by Budker and Kimball [35], the
doctoral thesis by Seltzer [23], and the cited original publications.

1.1 fundamental sensitivity estimations

In the classical description, the presence of a magnetic field B gives
rise to a torque

τ = µ × B (1.1)

perpendicular to both the magnetic moment µ and the field itself,
which forces the magnetic moment to precess around the magnetic

1 The ground state of Hg is an electronic singlet state. Some isotopes have a non-zero
nuclear spin which allows magnetometry via the hyperfine levels [33].

2 He has a singlet ground which is insensitive to magnetic fields. However, the
first meta-stable triplet excited state can be efficiently populated and used for
magnetometry [34].
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field vector with angular precession frequency ω = γB, where γ is
spin system’s gyromagnetic ratio. It is this precession that is even-
tually used for magnetometry. In the absence of any additional
interactions, this precession would continue indefinitely.

Bloch Equations

However, in an ensemble, relaxation phenomena come into play,
leading to the magnetization M = 1

V ∑i µi relaxing towards its ther-
mal equilibrium state M0. Here, V is the ensemble’s volume. A
very simplified model that is often used in the context of spin pre-
cession, describes the temporal evolution of a magnetization vec-
tor M = (Mx, My, Mz)⊺ in a magnetic field B = (Bx, By, Bz)⊺ (with
Bz ≫ Bx, By) via the three phenomenological Bloch

3 equations [36]

d
dt

Mx = γn (M × B)x −
Mx

T2
(1.2a)

d
dt

My = γn (M × B)y −
My

T2
(1.2b)

d
dt

Mz = γn (M × B)z −
Mz − M0

T1
(1.2c)

These equations introduce two relaxation times4: The spin-spin
relaxation time T2 describes the dephasing phenomena of individual
spins in an ensemble. During this process, the spin energy does not
gain or lose energy. In contrast, the spin-lattice relaxation time T1

describes a relaxation process leading the spin ensemble to approach
its thermal equilibrium energy5. Using a random field model, it can
be shown [37, 38] that in NMR for a single spin However, this

inequality may not
hold for all two levels
systems at all time
scales [39, 40].

T1 ≤ T2 ≤ 2T1 . (1.3)

3 Felix Bloch (1905–1983) was a Swiss–American physicist who made groundbreaking
contributions to the field of solid–state physics, particularly his development of the
Bloch theory, which explained the behavior of electrons in crystalline solids and laid
the foundation for the understanding of phenomena such as electrical conductivity
and magnetism.

4 Note that in the magnetometry community, there exist alternative definitions of

relaxation times. For example, in Seltzer [23] the relaxation time T(Seltzer)
2 = 2πT2

are defined to fulfill T(Seltzer)
2 = 1/∆ω with ∆ω being the half width at half

maximum of the magnetic resonance. This alternative convention will not be used
within this thesis.

5 In NMR, the distinction between T1 and T2 is only meaningful in the presence of a
strong magnetic field. At zero field (B = 0 and M0 = 0) T1 = T2.
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Equation 1.2a–1.2c are often sufficient to describe uncoupled sys-
tems with simple dynamics. However, in reality, non-linearities, cross-
relaxation, and coupling between multiple spins often lead to non-
exponential relaxation of multi-spin systems. For example, coupled
spin states, like singlet states in a two-spin system, may decay sig-
nificantly slower than each individual spin component, leading to
the full system evolution being a superposition of long-lived and
very unstable components that can no longer be described by Equa-
tion 1.2a–1.2c.

However, on short timescales, (sub-)systems may be still adequately
described by a set of instantaneous relaxation times. This description
will be used e.g. for describing the spin relaxation in a hot alkali
vapor, that, when operated in the spin-exchange-dominated regime,
features strongly non-exponential relaxation behavior.

Atomic Shot Noise Limit

Under these conditions and some additional assumptions6, Auzinsh
et al. [43] derived an estimation

δBSNL ≈ 1
γ

1√
NτT2

(1.4)

for the atomic shot noise limited (SNL) direct current (DC) sensitivityAlternatively, often
referred to as the spin

projection noise
(SPN) limit.

of a spin precession-based magnetic measurement. Here, N is the
number of atoms, τ the is measurement time and γ is the atomic
gyromagnetic ratio.

In reality, for an OPM based on hot alkali vapor, these assumptions
are only partly fulfilled. For instance, the relaxation rate Γrel ≡ 1/T2

as well as the atomic gyromagnetic ratio γ depend on both the
density (and therefore the number of atoms N) and the polarization
level. The signal of interest is often not constant (i.e. non-DC signals).
However, the equation can be interpreted as a kind of cost function
in a multi-parameter optimization problem, being the minimum
optimal operating condition where e.g. an increase of the number
density would no longer lead to an improvement of sensitivity.

For OPMs based on alkali atoms, the parameter γ is in the order of
the electron gyromagnetic ratio γe = −2π × 28 GHz/T and depends

6 For example, the derivation assumes a system of N spins that are fully polarized.
This state then precesses for the time T2. Afterward, the angular momentum is
measured at an axis orthogonal to the current polarization with an accuracy given by
Heisenberg uncertainty relation. This measurement is repeated for the measurement
time τ. More details and derivations can be found in [41–43].
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on the atomic species as well as the polarization and magnetic field.
It is often convenient to define the precession slowing-down factor

qLarmor ≡
γe

γ
=

ω0

ω

in SERF
=

∣∣〈F̂〉∣∣∣∣〈Ŝ〉∣∣ , (1.5)

where ω0 is the precession frequency of a free electron if placed in
the same magnetic field as the atom.

The number of atoms N can be controlled by changing the temper-
ature of the cell containing the vapor. The maximum measurement
time τ is often limited by the lifetime of the signal of interest. In the
context of NMR, this is usually given by the sample’s nuclear spin
relaxation time. Finally, the transverse relaxation rate Γrel depends
on many factors, including the temperature, atomic density, buffer
gas composition/pressure, magnetic field, and pumping rate.

Whereas there is literature discussing sensitivity optimization for
specific applications [23, 44–47] little has been reported about rapidly
tunable magnetometers spanning several orders of magnitude in
bias field and center frequency. The latter operating conditions are
needed for detecting the frequency dispersion of NMR relaxation
rates, which is one of the goals of this thesis. In order to build a
suitable magnetometer for this scenario, this chapter will investigate
the magnetic field dependence of the parameters γ and Γrel and how
they affect the magnetometer’s sensitivity according to Equation 1.4.

1.2 density matrix equation

In a general form, the time evolution of a quantum system described
by a density operator ρ̂ can be described by a density matrix equation
(DME)

d
dt

ρ̂(t) = L(ρ̂(t), t) , (1.6)

where L is a not necessarily linear function of ρ̂ and t. In some
scenarios, the time evolution can be expressed as a linear equation in
the form of a master equation of Lindblad

7 or Redfield
8 form.

7 Göran Lindblad (1945–2020) was a Swedish mathematician and physicist known for
his contributions to the field of open quantum systems, particularly his formulation
of the Lindblad equation that describes the dynamics and evolution of quantum
systems interacting with their environment.

8 Alfred G. Redfield (1890–1983) was an American chemist whose pioneering work in
the field of nuclear magnetic resonance spectroscopy contributed significantly to
the understanding of molecular structure and dynamics.
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For alkali atoms, an approximate DME

d
dt

ρ̂ = L(coh)(ρ̂) +L(SE)(ρ̂) +L(SD)(ρ̂) +L(OP)(ρ̂) +L(diff)(ρ̂) (1.7)

describing the time evolution of the ground state (including both
hyperfine levels) was first derived by Happer and Tam [30] and
can be roughly separated into five components, with the first one
L(coh)(ρ̂) summarizing the coherent, unitary evolution.

This chapter will briefly summarize the meaning of each term
while highlighting the relevant implications for the magnetometer
developed in this thesis.

Coherent Evolution

For a given Hamiltonian
9 the coherent time-evolution of a quantum

system can be described by the von Neumann
10 equationAlso known as the

Liouville
11-von

Neumann equation
to highlight the

analogy between
classical Hamilton

mechanics and the
quantum mechanical

description

L(coh)(ρ̂) =
1
iℏ
[
Ĥ, ρ̂

]
. (1.8)

For Alkali atoms in moderate fields a simple Hamiltonian

Ĥ0 = −AHF

ℏ2 Î · Ŝ − µBgs

ℏ
B · Ŝ (1.9)

can be used to describe the coherent part of the evolution. Here,
the nuclear spin’s Zeeman interaction is ignored since it is orders
of magnitude smaller12 than the electron’s and does not affect the
analysis presented here significantly. For 87Rb the hyperfine constant
is AHF ≈ 6.8 × 109 Hz · 2π [48]. The other fundamental constants
are the Bohr magneton µB ≈ 9.3 × 10−24 J/T, the electron g-factor
ge ≈ 2.002 and the reduced Planck

14 constant ℏ ≈ 1.05 × 10−34 Js.

9 William Rowan Hamilton (1805–1865) was an Irish mathematician and physicist who
made important contributions to classical mechanics, optics, and algebra, including
the development of quaternions, a mathematical system that extended complex
numbers and found applications in various scientific and engineering fields.

10 John von Neumann (1903–1957) was a Hungarian–American mathematician and
polymath who made significant contributions to various fields, including mathe-
matics, physics, computer science, and economics, and is particularly known for his
pioneering work in the fields of quantum mechanics and game theory.

12 The nuclear magneton µN ≈ 5.1× 10−27 J/T is more than three orders of magnitude
smaller than the Bohr

13 magneton µB ≈ 9.3 × 10−24 J/T.
14 Max Planck (1858–1947) was a German physicist who revolutionized the field of

quantum theory with his groundbreaking discovery of energy quantization, leading
to the development of Planck’s constant and laying the foundation for modern
physics.
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With this Hamiltonian the coherent time evolution is given by

L(coh)(ρ̂) =
AHF

ℏ2

[
Î · Ŝ, ρ̂

]
iℏ

+
µBgs

ℏ

[
B · Ŝ, ρ̂

]
iℏ

. (1.10)

Secular Approximation

For absolute magnetic fields |B| ≪ AHF/(µBge) = 240 mT, here
called moderate fields, the hyperfine interaction is dominant and the
Zeeman term only acts as a perturbation. In this case, an approxi-
mation (see Section A.9 for details) can be applied which leads to
the neglection of certain off-diagonal terms in the system’s Hamilto-
nian (see Figure 1.2) if it is expressed in an eigenbasis of the total
angular momentum operator F̂ eigenstates. This approximation is
very similar to the secular approximation applied to Hamiltonian in
NMR and automatically leads to a decomposition of the Liouville

space into subspaces (here labeled 1, 2, and 3), that are invariant
under the time-evolution imposed by Equation 1.9.

The hyperfine coupling also causes an energy splitting between
eigenstates with F = 1 and F = 1 which leads to fast oscillations
of the elements of the subspace 2 and 3 (see Figure 1.2), that is
much fast than any relaxation rate usually experienced by the atoms.
For this reason, cross-relaxation between the subspaces is efficiently
quenched leading to the independent time-evolution of the subspaces
even under the influence of relaxation superoperators. The neglection
of terms in the relaxation superoperators that cause cross-relaxation
is also called secular approximation in NMR and is discussed in more
detail in Section A.9.

The validity of these two approximations enables a completely
separate analysis of the time evolution within the three subspaces.
In the context of optical magnetometry, subspaces 2 and 3 produce
time-dependent observables characterized by oscillations occurring
at frequencies on the order of AHF, often surpassing the bandwidth
limitations of typical photodiodes by several orders of magnitude.
Consequently, it is often sufficient to focus on the analysis of subspace
1, denoted as the "secularized density" operator [47] given by Sometimes only the

last step is called the
secular
approximations in
physics.

ρ̂sec = ρ̂F=1 ⊕ ρ̂F=2 , (1.11)

where ρ̂F=1,2 represents block matrices containing the density opera-
tor for the subspaces of F=1 or F=2, respectively.
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Figure 1.2: Approximation of the 87Rb spin Hamiltonian leads to a de-
composition of the system’s Liouville space into subspaces
that are invariant under coherent evolution. At moderate fields,
the Zeeman term only acts as a perturbation to the dominant
hyperfine term. As a consequence, off-diagonal terms outside
the diagonal blocks can be ignored in the first order, which leads
to a decomposition of the Liouville space into (at least) three
invariant subspaces. Under coherent evolution the coherences
in subspace (2) and (3) oscillate with a frequency in the order
of the hyperfine splitting AHF. If this is significantly higher
than the measurement bandwidth these coherences may not
be observable and may be ignored. Red/blue squares indicate
negative/positive terms whereas white represent zero.
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For the rest of this chapter, the secular approximation is implicitly
assumed without repetitive mention. This approach offers a distinct
advantage: it compels the system to evolve as though the hyperfine
coupling term were included, even when not explicitly integrated into
the calculations. This proves particularly advantageous in numerical
simulations, where the minimal time step is often constrained by the
fastest dynamics within the system. Neglecting the hyperfine terms
in such scenarios provides a substantial computational advantage
while imparting minimal impact on result accuracy.

Spin-Exchange Collisions

The probabilistic nature of spin exchange/destruction collisions,
optical pumping, or diffusion effects is not described in the form of
a von Neumann equation. Originally developed by Grossetête [31]
and Happer and Tam [30] the following density matrix equation Due to this

non-linear term, 1.7
is not a classical
quantum mechanical
master equation of
neither Lindblad or
Redfield form.

L(SE) =
ρ̂I ⊗ ρ̂S − ρ̂

Tse
(1.12)

describes the part of the time evolution of the density operator ρ̂

that is caused by spin-exchange collisions with the spin-exchange
collision time TSE given by

1
TSE

= RSE = nvσSE (1.13)

with the atom density n, the mean velocity v and σSE the spin-
exchange collision cross-section.

ρ̂I,S = TrI,S(ρ) (1.14)

are the reduced density operators in the subspace of the atom’s
nuclear spin I and S respectively.

Each reduced density operator is linear in ρ̂. However, the tensor
product ρ̂I ⊗ ρ̂S = ρ̂I ⊗ 1̂S · 1̂I ⊗ ρ̂S is not. Analytical solutions exist for
low polarization levels, where linear approximations can be applied.
However, it is much harder to solve this equation analytically for
arbitrary density operators.

Spin exchange collisions by themselves conserve both the ensem-
ble’s average nuclear ⟨Ŝ⟩ and the electron spins ⟨ Î⟩ (and by that also
the average total angular momentum ⟨F̂⟩), but relax the entangle-
ment between the electron and nuclear spin subsystems towards a
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Figure 1.3: Graphical illustration of the effect of spin-exchange collisions
(with a time constant Tse) on an atomic ensemble of 87Rb. Start-
ing from a pure state ρ̂0 = |2,−1⟩ ⟨2,−1| the system quickly
relaxes towards a spin-temperature distribution while conserv-
ing the expectations values for each spin-operator. Dark blue
indicates a high population (normalized to each graph’s maxi-
mum value), whereas a white color represents zero population.
The product basis of the hyperfine states |F mF⟩ is chosen as
the basis for the density matrix. Orange states represent F = 1,
whereas blue states represent F = 2. Note that the secular ap-
proximation is applied (off-diagonal terms are neglected) which
effectively introduces infinite hyperfine coupling.
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product state. However, the product state quickly becomes entangled
through the strong hyperfine interaction between the electron and
nucleus. As a consequence, in contrast to spin-destruction collisions
that will be discussed next, spin-exchange collisions only affect T2

and do not cause any spin-lattice relaxation.
The effect of spin-exchange collisions is also illustrated in Fig-

ure 1.3. Starting from a pure state ρ̂0 = |2,−1⟩ ⟨2,−1|, the sys-
tem quickly relaxes towards spin-temperature contribution (see Sec-
tion 1.4) while conserving the expectations values of each spin opera-
tor.

The partial trace in Equation 1.14 can easily be calculated in the
tensor product basis |I mI⟩ ⊗ |S mS⟩. However, since this is not the
eigenbasis of the Hamiltonian it is sometimes useful to write the
operators in a slightly different form [30] Derivation can be

found in Section A.7
(Equation A.29 and
Equation A.33).

ρ̂I ⊗ 1̂S

2
=

ρ̂

4
+

Ŝ · ρ̂Ŝ
ℏ2 (1.15a)

21̂I ⊗ ρ̂S = 1̂ +
4
〈
Ŝ
〉
· Ŝ

ℏ2 , . (1.15b)

The right-hand side of Equation 1.15b can be calculated for any basis
which may reduce the need for basis transformation and therefore
speed up computation.

Spin Destruction Collisions

Spin destruction collisions completely depolarize the electron spin
and can be mathematically described by

L(SD)(ρ̂) =
ρ̂I ⊗ 1̂S

2 − ρ̂

TSD
, (1.16)

where TSD ≡ 1/RSD is the spin destruction time constant. The col-
lisions may occur between alkali atoms but also include collisions
with buffer gas atoms or quenching gas molecules.

Without hyperfine coupling, the nuclear spin would be unaffected
by spin destruction collision and only the electron spin would relax
with the inverse time constant TSD. However, the hyperfine coupling This phenomenon is

similar to SR2K in
NMR.

strongly couples the two spins and forces them to relax simultane-
ously. This phenomenon will be discussed in more detail in Sec-
tion 1.3. In contrast to spin-exchange collisions, spin-destruction
collisions cause both spin-lattice and spin-spin relaxation and there-
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Figure 1.4: Graphical illustration of the effect of spin-destruction collisions
(with time constant TSD) on an atomic ensemble of 87Rb. Starting
from a pure state ρ̂0 = |2,−1⟩ ⟨2,−1| the system quickly relaxes
towards a completely depolarized state. Dark blue indicates a
high population (normalized to each graph’s maximum value),
whereas a white color represents zero population. The product
basis of the hyperfine states |F mF⟩ is chosen as the basis for
the density matrix. Orange states represent F = 1, whereas blue
states represent F = 2. Note that the secular approximation
is applied (off-diagonal terms are neglected) which effectively
introduces infinite hyperfine coupling. This leads to a fully
depolarized state (even for the nuclear spin) even if the spin
destruction term by itself would only relax the electron spin.
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Figure 1.5: Graphical illustration of the effect of optical pumping with
circularly polarized light (with time constant Top ≡ 1/ROP)
on an atomic ensemble of 87Rb. Starting from a pure state
ρ̂0 = |2,−1⟩ ⟨2,−1| the system evolves towards a completely
polarized state |2, 2⟩ ⟨2, 2|. Dark blue indicates a high popula-
tion (normalized to each graph’s maximum value), whereas a
white color represents zero population. The product basis of
the hyperfine states |F mF⟩ is chosen as the basis for the density
matrix. Orange states represent F = 1, whereas blue states rep-
resent F = 2. Note that the secular approximation is applied
(off-diagonal terms are neglected) which effectively introduces
infinite hyperfine coupling. This leads to a fully polarized state
(even for the nuclear spin) even if the optical pumping term by
itself would only polarize the electron spin.

fore affect the longitudinal relaxation time T1 as well as the trans-
verse relaxation time T2. Figure 1.4 shows graphically the effect of
spin-destruction collisions starting with the pure state |2,−1⟩ ⟨2,−1|
which relaxes towards the maximally mixed state 1/8.

Optical Pumping

The optical pumping term can be described

L(OP)(ρ̂) = ROP

(
ρ̂I ⊗

(
1̂S

2
+ s · ŜS

ℏ

)
− ρ̂

)
(1.17)

in a similar way. ROP is the optical pumping rate and For a σ+
ez

polarized
beam propagating
along z it is E =
|E|√

2
(e−iωt, ie−iωt, 0)

leading to
s = (0, 0, 1)⊺.
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s =
i

|E|2
E × E∗ (1.18)

the mean photon spin of a pump laser beam with a complex electric
field vector E.

Just the optical pumping term by itself (Equation 1.17) would
only polarize the electron spin, leaving the nuclear spin untouched.
However, similar to the terms discussed in the previous sections,
the hyperfine term links electron and nuclear polarization. This is
graphically illustrated in Figure 1.5. Starting from the same pure
state as |2,−1⟩ ⟨2,−1| before, the optical pumping term transforms
the system into the fully polarized (pure) state |2 2⟩ ⟨2 2|.

Spin Diffusion

Finally, spatial diffusion can be described by the following equation

L(diff)ρ̂) = D∇ ·∇ρ̂ , (1.19)

where D is the diffusion coefficient. Spatial diffusion will be mostly
ignored in this thesis. Diffusion is typically undesirable and can be
partly suppressed by introducing a buffer gas at reasonably high
pressure.

Avoiding spin diffusion not only prevents relaxation due to the
diffusion itself, but it also prevents collisions with the cell walls
that can significantly contribute to spin-destruction collisions. It also
affects optical pumping by moving in or out of the beam profile.

Spin Temperature Distribution

For this section, the diffusion term is neglected. If there is no active
optical pumping, the spin-destruction term (in combination with
the spin-exchange and hyperfine terms) would relax the system
to a completely mixed, unpolarized state. However, without spin
destruction collisions there would exist a steady-state solution of
the DME Equation 1.7 with non-zero polarization, called the spin
temperature distribution

ρ̂steady−state = NSNI · eβ·F̂ (1.20)

which is defined by an inverse spin temperature β [30]. This den-
sity operator describes an ensemble with maximized entropy under
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Figure 1.6: Electron (dotted) and atomic polarization (solid) as a function
of the inverse spin temperature β.

the constraint of constant total angular momentum and number of
atoms [49]. Here,

Nα =
sinh (|β| /2)

sinh (|β| (α + 1/2))
for α ∈ {S, I} (1.21)

are normalization constants.
The fact alone, that a non-zero steady-state solution exists without

active pumping highlights the important property of spin-exchange
collisions that they do not necessarily lead to relaxation. More im-
portantly, the solution also allows non-zero electron spin, which is
important for magnetometry applications.

For the spin-temperature distribution, the absolute electronic and
atomic polarization of an 87Rb atomic ensemble Even if PS and PF are

different even for
states described by a
spin temperature,
they are often not
distinguished in the
literature [35].

[0, 1] ∋ PS =

∣∣⟨Ŝ⟩∣∣
Sℏ

=
2
ℏ
∣∣⟨Ŝ⟩∣∣ = 2

ℏ

∣∣⟨Ŝ⟩∣∣
qrel

87Rb
=

4PF

qrel
(1.22a)

[0, 1] ∋ PF =

∣∣⟨F̂⟩∣∣
(I + S)ℏ

=
qrel
∣∣⟨Ŝ⟩∣∣

(I + S)ℏ
87Rb
=

∣∣⟨F̂⟩∣∣
2ℏ

=
qrelPS

4
(1.22b)

can be expressed as

PF = tanh
(
|β|
2

)
(1.23a)

PS
87Rb
=

4
qrel

tanh
(
|β|
2

)
(1.23b)
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in terms of the inverse spin temperature β (see also Figure 1.6 and
vice versa [23]

|β| = ln
(

1 + PF

1 − PF

)
(1.24a)

|β|
87Rb
= ln

(
4 + qrelPS

4 − qrelPS

)
. (1.24b)

Here the longitudinal relaxation slowing down factorSometimes also called
“paramagnetic

factor" [50].
qrel =

∣∣⟨F̂⟩∣∣∣∣⟨Ŝ⟩∣∣
87Rb [51]
= 4 +

2
cosh(|β|)

87Rb [51]
= 2 +

4
P2

S + 1

(1.25)

is introduced, which describes the slowed-down relaxation and op-
tical pumping of the total angular momentum F̂ due to rapid spin-
exchange collisions and hyperfine coupling. In the SERF regime it
holds qrel = qLarmor.

If optical pumping (here assumed to be parallel with B) and spin
destruction are considered, the steady-state polarizations are given
by

PS =
|s| ROP

ROP + RSD
(1.26a)

PF
87Rb
=

qrel

4
|s| ROP

ROP + RSD
(1.26b)

where again ROP is the optical pumping rate, RSD = 1/TSD the spin
destruction rate and qrel the slowing down factor.

1.3 numerical calculations and simulations

The full DME Equation 1.7 is non-linear in ρ̂ due to the spin-exchange
collision term. Solving this ordinary differential equation analytically
for a wide range of parameters is a difficult task unless extreme con-
ditions (low polarization, SERF regime) are considered. Nonetheless,
conducting numerical simulations and calculations can be relatively
straightforward [30, 52, 53] and frequently provide a qualitatively
sufficient understanding of the system.
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This section will discuss the results of some of these calculations
and simulations for 87Rb. Some of these calculations are performed
similarly to the theoretical analysis performed by Happer and Tam
[30]. In contrast to their calculations, a local linearization of the spin-
exchange term in the DME is employed to describe both low and high
degrees of polarization. Further details are provided in Appendix C.
For all results described in this chapter, a vapor temperature of
323.15 K (150 °C) and a buffer gas (N2) pressure of 933 mbar (700 Torr)
is assumed.

Transverse Relaxation, SERF Effect, and Light Narrowing

The first scenario explores the transverse relaxation rate 1/T2 as
a function of the magnetic field Bz and atomic polarization/spin
temperature β. It is assumed that the system is polarized along the z
axis (parallel to Bz, i.e.

ρ̂0 ∝ eβz F̂z (1.27)

and that the overall polarization is kept constant (e.g. by constant
optical pumping and only small angle excitation). This scenario is
common for constantly pumped SERF/RF OPMs where the magnetic
field and the pump beam are parallel.

Figure 1.7 shows the simulated slowest transverse relaxation rates
as a function of the applied magnetic field Bz for various inverse spin
temperatures β. The relaxation rates are obtained by taking the real
part of an eigenvalue (λ+) which is discussed in Appendix C. Even
at high magnetic fields, due to the hyperfine coupling, the electronic
spin decays significantly slower (top dashed red line) than the spin
exchange rate (dashed grey line).

There are two common approaches to reduce the transverse relax-
ation rate even further:

Firstly, at low magnetic fields where the Larmor period 1/ fLarmor

is significantly longer than the spin-exchange collision time TSE,
relaxation due to these collisions is strongly suppressed due to the
SERF effect. Spin-exchange collisions by themselves do not cause the
total angular momentum ⟨F⟩ to relax. They do so only in combination
with the Zeeman interaction, which leads to a dephasing of the
two hyperfine subspaces. In the SERF regime, rapid spin-exchange
collisions are constantly mixing the two hyperfine subspaces and
preventing their dephasing.
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Figure 1.7: Numerical calculations of the transverse relaxation rate of 87Rb
for different inverse spin temperatures β (polarized along z and
magnetic field (along z) under small angle excitation. Horizontal
lines highlight relevant relaxation rates like the spin exchange
rate 1/TSE and the spin destruction rate 1/TSD. The values are
obtained from extracting the real part of an eigenvalue λ+ of
the matrix elements defined via Equation C.12.
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In the SERF regime, as long as the spin temperature is constant, the
transverse relaxation is given by T2 = qrelTSD. For 87Rb the minimum
is given by qLPTSD = 6TSD, where qLP = 6 is the low-polarization
slowing down factor.

An alternative approach exploits highly polarized states. If most
of the population is in the stretched |F = 2, mF = 2⟩ state, the F = 1
hyperfine level is almost unpopulated and the dephasing has no
significant impact on the ensemble magnetization. This regime is
called the light-narrowing regime. Even if effective, at high magnetic
fields, very high spin temperatures (and therefore optical pumping
rates) are required to create a sufficiently stretched state to suppress
the relaxation due to spin-exchange collisions. The relaxation also
accelerates the more the polarization drops during the free induction
decay (FID). The nonlinearity of the spin-exchange term leads to
a massive increase of relaxation rates even for tiny changes in the
polarization15.

Atomic Larmor Frequency and Precession Slowing Down Factor

Figure 1.8 shows the precession slowing down factor depending
on the spin temperature as well as the magnetic field for the same
conditions as above. In the SERF regime (LF = low field), where rapid
spin-exchange collisions maintain the spin temperature equilibrium,
the slowing down factor shows the strong polarization dependence
and reaches the maximum values of qHP,LF = 4 and qLP,LF = 6 in the
high (HP)/low polarization (LP) limit.

In contrast, at a high magnetic field, where the Larmor precession
is too fast to allow the spin-exchange collisions to maintain the
equilibrium, the slowing-down factor tends to the constant, high-
field maximum qHF = 4.

Longitudinal Relaxation

Details in
Appendix C.In the last example, the longitudinal relaxation rate 1/T1 will be

examined by numerically integrating the DME in Equation 1.7. The
numerically simulated density operators ρ̂(t) can be used to calculate
the expectations values ⟨Ŝ⟩ (t), ⟨ Î⟩ (t) and ⟨F̂⟩ (t). By calculating the

15 The two most blueish lines in Figure 1.7 represent a polarization of P = 99 99% and
P = 99 6%. At Earth’s magnetic fields, even this tiny difference leads to relaxation
rates that differ by more than an order of magnitude.
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Figure 1.8: Numerical calculations of the precession slowing down factor
qLarmor = ω0/ω of 87Rb for different inverse spin temperatures
β (polarized along z and magnetic field (along z) under small

angle excitation. At high magnetic fields it is qHF
87Rb
= 4 indepen-

dent of the inverse spin temperature. For low magnetic fields,
qLarmor depends on the polarization and can take values between

qHP,LF
87Rb
= 4 and qLP,LF

87Rb
= 6. The values are obtained from ex-

tracting the imaginary part of an eigenvalue λ+ of the matrix
elements defined via Equation C.12.
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Figure 1.9: Simulation of the longitudinal relaxation of electron ⟨Sz⟩ and
nuclear spin ⟨Iz⟩ for different combinations of interactions/cou-
plings (spin destruction, spin exchange, and hyperfine coupling)
as functions of the electron spin polarization. The state is polar-
ized along z, parallel to the magnetic field Bz. As long as the
fields are moderate, there is no field dependence.

slopes, e.g. d⟨Ŝ⟩(t)
dt for short times the relaxation rates can be extracted

for different polarization levels. The results of this analysis are plotted
in Figure 1.9.

If there is no hyperfine interaction and no spin-exchange collisions,
the electron and nuclear spins are completely decoupled. In this case,
spin-destruction collisions only relax the electron spin at the rate
1/TSD whereas the nuclear spin is unaffected, which is shown by the
green curves in Figure 1.9. However, as soon as the other interactions
are considered (orange/blue curves), both spin systems relax at a
reduced rate. This phenomenon is well known in the context of NMR
as SR2K if the electron spin is replaced by another, fast-relaxing
nuclear spin (e.g. a quadrupolar nuclear spin). In this context, the
hyperfine term is called J-coupling (or spin-spin coupling).

At high polarization levels, spin exchange collisions slow down the
longitudinal relaxation, whereas they accelerate it at low polarization
levels. In the latter regime, nuclear and electron spin relax at the
same rate. In the case of rapid spin-exchange collisions, this is equal
to R1 = qrel/TSD. However, at high-polarization levels, the electron
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spin relaxes significantly faster than this factor and the nuclear spin
relaxation rate.

1.4 accounting for dq/dt in the bloch equation

The last detail, the fact that electron and nuclear spin (and by that
the total angular momentum) do not relax at the same rate at high
polarization levels is not trivial. In fact, this effect does not show
up (see Figure 1.10) if the spin system is modeled via the common
Bloch equation of the form [23, 35]

dS
dt

=
1
q

(
γeB × S + ROP

(
ℏsez

2
− S

)
− RSDS

)
, (1.28)

which holds for low polarization levels or scenarios where the spin
temperature is constant. These requirements are often fulfilled in
scenarios where small perturbations from steady-state solutions are
simulated. However, for FIDs or measurements involving the longi-
tudinal relaxation rates, the polarization may change in time which
requires the introduction of correction terms.

A common approach to derive Equation 1.28, see e.g. [23] or [35],
is to start from

dF
dt

= γeB × S + ROP

(
ℏsez

2
− S

)
− RSDS (1.29)

which, in similar form, was originally derived by Happer and TamIt can be shown [35]
that rapid spin

exchange leads to
F ∥ S in the SERF

regime.

[30] and further studied by Appelt et al. [50]. It can be transformed
via F = qS into

dF
dt

=
1
q

(
γeB × F + ROP

(
ℏqsez

2
− F

)
− RSDF

)
(1.30)

which looks similar to Equation 1.28 except the electron S spin
being replaced by the total angular momentum F. This equation may
describe accurately the time evolution of the ensemble in the SERF
regime, but it does not describe the accessible observable, i.e. the
electron spin S.

It may therefore be convenient to transform it into an equation for
the electron spin by using the same identity F = qS leading to

d(qS)
dt

= γeB × S + ROP

(
ℏsez

2
− S

)
− RSDS . (1.31)
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Figure 1.10: Simulated longitudinal relaxation rates using both the DME
from Equation 1.7 and the Bloch equation from Equation 1.28

for different levels of electron spin polarization. As can be seen,
the Bloch equation (light blue) does not accurately describe
longitudinal electron spin relaxation at high polarization levels
due to neglecting the time dependence of the slowing-down
factor q in its derivation. It only affects state evolution with
time-dependent spin polarization (i.e. quasi-steady-state sce-
narios are not affected) or scenarios with high polarization. In
other words, results that are based on the assumption of low
spin polarizations are also not affected as well as transverse
relaxation with constant spin polarization (bright orange). The
corrected Bloch equation (see Equation 1.37 and Equation 1.39)
match the DME simulations. In the extreme case of full polar-
ization P = 100 % the transverse relaxation time T2 = 2T1 is
twice as long as the longitudinal relaxation time.
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If q is constant in time, i.e. dq
dt ≈ 0, it holds dF

dt = d(qS)
dt ≈ q dS

dt , leading
to Equation 1.28. Here, in contrast, the scenario of dq

dt not being
negligible is considered and q is assumed to change in time. To this
end, the product rule

d(qS)
dt

=
dq
dt

S +
dS
dt

q (1.32)

is applied on the left-hand side of Equation 1.31. By applying the
chain rule twice to the first term16, the total derivative

dq
dt

=
dq(|S(t)|)

dt
=

dq
d |S| ·

d |S|
dS

· dS
dt

(1.33)

can be split into three terms. In the SERF regime, by assuming perfect
spin-temperature distributions, explicitly calculating and combining
the first

dq
d |S|

1.22a
=

1.25
− 32 |S|
(4 |S|2 + 1)2

, (1.34)

and the second

d |S|
dS

=


∂

∂Sx
∂

∂Sy

∂
∂Sz

√S2
x + S2

y + S2
z =

1
|S|

Sx

Sy

Sz

 =
S
|S| (1.35)

term leads to

dq
dt

= − 32

(4 |S|2 + 1)2
S · dS

dt
, (1.36)

Inserting Equation 1.36 in Equation 1.32 and combining it with
Equation 1.31 leads to the corrected Bloch equation17

dS
dt

q − 32

(4 |S|2 + 1)2

(
S · dS

dt

)
S

= γeB × S + ROP

(
ℏsez

2
− S

)
− RSDS

(1.37)

16 Here, d|S|
dS =

(
∂|S|
∂Sx

, ∂|S|
∂Sy

, ∂|S|
∂Sz

)⊺
is used as a short notation for the total derivative of

the function |S| : R3 → R : S = (Sx, Sy, Sz)⊺ 7→ |S| =
√

S2
x + S2

y + S2
z expressed as

a Jacobian matrix (other maybe more familiar notations are D |S|, J|S|,
∂|S|

∂(Sx ,Sy ,Sz)
or

∇ |S|) with · representing matrix multiplication.
17 However, the corrected version is no longer of the form of a classical Bloch equation.
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for the electron spin in the SERF regime18. For the special case of
polarization (S = (0, 0, Sz)) and magnetic field (B = (0, 0, Bz)) being
parallel to the z-axis, the Equation 1.37 can be further simplified

dSz

dt
q − 32S2

z
(4S2

z + 1)2
dSz

dt
=

dSz

dt

(
q − 32S2

z
(4S2

z + 1)2

)
= ROP

(
ℏs
2

− Sz

)
− RSDSz

(1.38)

leading to

dSz

dt
=

(
q − 32S2

z
(4S2

z + 1)2

)−1 (
ROP

(
ℏs
2

− Sz

)
− RSDSz

)
(1.39)

which is of very similar form compared to Equation 1.28. The correc-
tion caused by dq/dt is responsible for the faster relaxation observed
in Figure 1.9 and is now correctly predicted. For |S| = const. it
follows dq/dt = 0 and the additional relaxation disappears which
explains why this error does not affect quasi-steady-state solutions.

In the extreme limit of full polarization, i.e. Sz =
1
2 and q = 4, and

no optical pumping, the relaxation rate is given by

1
T1

=

(
4 − 32(1/2)2

(4(1/2)2 + 1)2

)−1

RSD =
RSD

2
. (1.40)

Under the same conditions, in the SERF regime the transverse relax-
ation time

T2 =
q

RSD
=

4
RSD

= 2T1 (1.41)

is twice as long as the longitudinal relaxation time, which is identical
to the thermodynamic limit for an uncoupled single spin system
(compare Equation 1.3) and a phenomenon rarely observed for spin
precession experiments.

The increased rate of relaxation stems from the characteristic of the
spin temperature distribution that also influences the polarization-
dependent deceleration factor q and the disparity between electron
spin and atomic polarization. As can be seen in Figure 1.11a, for
each hyperfine manifold (F = 1 and F = 2), there is a fixed ratio
between the electron spin and the total angular momentum, which
could be described by the constant slowing down factors qF=1 = −4
and qF=2 = 4.

18 Optical pumping is already assumed to be along z.
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Figure 1.11: Contribution of the nuclear and electron spin of the two hyper-
fine states of 87Rb to the total angular momentum as a function
of the inverse spin temperature |β|. a) The two top plots show
the expectation values

〈
Ŝz
〉
,
〈

Îz
〉

and
〈

F̂z
〉

for the two hyperfine
subspaces F = 1 (top) and F = 2 (middle). For each subspace, it
shows that only 1/4 of the total angular momentum is carried
by the electron spin, although the sign differs for both levels.
At high spin temperatures |β| ≫ 1 the total spin is carried by
the F = 2 states, whereas at low spin temperatures |β| ≪ 1
it is distributed 5/6 (F = 2) to 1/6 (F = 1). This leads to a
spin-dependent contribution of the proportion of the total spin,
that is carried by the electron spin as can be seen in b). In the
end, this is responsible for the spin temperature dependent
slowing down factor as well as the faster electron spin relax-
ation compared to the total angular momentum.
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What changes with the inverse spin temperature β or polarization
is the ratio of how much each of the hyperfine manifolds contributes
to the total state. As can be seen in Figure 1.11b, at high polarization
levels, the state is almost completely given by states with F = 2,
explaining the high-polarization slowing down factor qHP,LF = 4 =

qF=2. At low polarization levels, there is a 5/6 to 1/6 ratio, which
explains the low polarization slowing down factor

1
qLP,LF

=

〈
Ŝz
〉〈

F̂z
〉 =

〈
Ŝ1,z
〉
+
〈
Ŝ2,z
〉〈

F̂z
〉 =

〈
F̂1,z
〉

/qF=1 +
〈

F̂2,z
〉

/qF=2〈
F̂z
〉

=
5/6 ·

〈
F̂z
〉

/4 − 1/6 ·
〈

F̂z
〉

/4〈
F̂z
〉 =

1
6

,

(1.42)

i.e. qLP,LF = 6.
As a consequence, the amount of angular momentum carried by

the electron spin is lower at low-polarization than at high-polarization
levels, as can be seen in Figure 1.11b. Therefore, the electron spin
has to have a higher decay rate to maintain the spin-temperature
distribution, which cannot be provided by the constant-q Bloch

equation (1.28) for the electron spin.





2
T U N A B L E D C - R F O P T I C A L P U M P E D
M A G N E T O M E T E R

The preceding chapter introduced some basic physics underlying
the operating principle of OPMs. In this chapter, the magnetometer
utilized for the experiments presented in this thesis is described. It
bridges the frequency gap between SERF and RF magnetometers
and allows studying field depending NMR phenomena. This chapter
summarizes lots of results that are published in Bodenstedt et al.
[27].

2.1 motivation

Similar to the field of OPMs, relaxation in NMR, caused by random
fluctuations of microscopic physical processes, may strongly depend
on the external magnetic field and the Larmor frequency. By study-
ing nuclear spin relaxation, valuable information about the nanoscale
environment of molecules can be obtained. This method is employed
in the field of NMRD to investigate the relaxation of nuclear spins
at various magnetic fields (see Chapter 6). Typically, this technique
involves either spatially moving the sample between different mag-
netic field environments or changing the magnetic field in situ via
coils and rapid current switching, limiting this approach to magnetic
fields close to Earth’s field or samples with long relaxation times or

Combining this technique with OPM detection may solve both
issues. However, to this end, a magnetometer that can operate across a
broad range of magnetic fields while also being tunable to the nuclear
Larmor frequency is necessary. Moreover, it should be resilient to
fast magnetic field changes (e.g., FFC or control pulses) and should
have short recovery times after temporary saturation. The desired
frequency range covers five decades of the RF spectrum, ranging
from Extremely Low Frequency (ELF) through ELF, SLF, ULF, VLF
to LF.

The challenge here is to find a design and operating conditions
that allow rapid changes in the nuclear Larmor frequency without
sacrificing sensitivity. The desired time scale precludes changes in the
vapor, temperature, laser current, or diode temperature. The entire

41
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setup should also be compact enough to be portable for conducting
experiments outside the laboratory.

2.2 magnetometer characteristics

This section summarizes some OPM specific characteristics and com-
pares them to the requirements for the experiments described in this
thesis.

Sensing Pattern

Scalar magnetometers measure the absolute magnitude of a magnetic
field vector |B| without providing information about its orientation.
In the context of OPMs based on alkali atoms, this is achieved through
sensors that exclusively measure the frequency of an FID. Scalar mag-
netometers can achieve sub-femtotesla sensitivity (0.54 fT/

√
Hz) [54])

and can be employed for monitoring brain activity in a human
brain [55]. However, in the context of nuclear spin precession, the
detectable magnetic field

B(t) =

Bx(t)

By(t)

Bz(t)

 =

Bn cos(γnB0t)

Bn sin(γnB0t)

B0

 (2.1)

consists of a large component B0 = (0, 0, B0)⊺ along one axis (usually
the z-axis), along with a relatively smaller, rotating field Bn, where
|Bn| = Bn ≪ B0 and Bn ⊥ B0. The absolute magnetic field

|B(t)| = |B0 + Bn| ≈ B0 +O(Bx, By) ≈ const. (2.2)

is almost independent (to a first-order approximation) of the field
generated by nuclear spins. Consequently, scalar magnetometers are
not ideal for detecting nuclear spin precession1.

In contrast, vector magnetometers exhibit an orientation-dependent
response2. In this thesis, a vector magnetometer is chosen, with its

1 In principle, nuclear spin precession could be detected with a scalar magnetometer,
for instance, by employing a solenoid to shield the B0 field from the magnetometer
and applying an offset field to the sensor. At zero-field, scalar detection would also
be possible, as the total magnetic field oscillates rather than precesses.

2 This does not imply that vector magnetometers always measure the projection of
a magnetic field vector onto a specific axis. However, by employing additional
techniques (e.g. field modulation), it is often feasible to extract the individual
three-dimensional (3D) magnetic field components [23].
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sensitive axis orthogonal to the B0 field and lying within the plane
defined by the precessing nuclear spin vector.

Frequency Range

In comparison to SQUIDs, OPMs have a much narrower bandwidth,
typically in the range of tens or hundreds of Hertz (Hz) for OPMs
based on the SERF effect. While this narrow bandwidth is typically
sufficient for detecting zero-field NMR spectra, as splittings due to
scalar couplings rarely exceed a few hundred Hertz, NMRD requires
the detection of nuclear spin precession over a much broader fre-
quency range. Fortunately, it is often unnecessary to cover the entire
frequency range in a single measurement, and the ability to tune the
magnetometer’s center frequency would suffice.

Although sub-femtotesla OPMs have been demonstrated for both
DC signals [56] and RF signals [47] (even above MHz frequencies [57,
58]), achieving such high sensitivity continuously across a broad
frequency range with a single, rapidly tunable sensor is not a straight-
forward task. This challenge primarily arises from the fact that DC
and RF magnetometers operate in quite distinct regimes, involving
different considerations for laser power, cell temperature, and gas
pressure/composition. These parameters cannot be changed rapidly
or, in some cases, not at all due to the long settling times of laser
drivers or temperature controllers.

For this thesis, a rapidly tunable magnetometer was developed.
This magnetometer combines the sensitivity-enhancing effects of
DC, i.e. the SERF effect, and RF, i.e., the light-narrowing effect, to
achieve nearly constant sensitivity across the ELF to VLF range
without requiring adjustments to slowly changing variables such
as cell temperature or laser power. This magnetometer meets the
requirements for detecting NMRD signals at ultralow field strengths.

Magnetic Environment

Passive magnetic shielding, employing metals with high permeability
(e.g., mu-metal), proves to be an effective means of reducing residual
magnetic fields to a level suitable for SERF magnetometers, which
are utilized in this context to detect nuclear spin precession signals.
While this shielding assists in achieving the desired sensitivity of
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the sensors, it imposes certain limitations on the NMR aspect of the
experiment.

Magnetic shields not only restrict the potential size of NMR sam-
ples but also prohibit the application of high polarizing/control fields
within the shield due to the risk of polarizing the shield itself. This is
less of a concern for NMR detection applications but becomes more
critical in the context of MRI. Additionally, the shield complicates
sample handling by restricting the ways a sample can be placed,
moved, or shuttled in and out if manually opening the shield is not
an option.

While, for the experiments discussed in this thesis, the advantages
of operating the magnetometer within the shield outweigh its disad-
vantages, shield-less NMR detection using OPM may offer certain
advantages and has been demonstrated for e.g. nuclear quadrupole
resonance at medium frequency (0.3 MHz to 3 MHz) RF frequen-
cies [57, 59]. In principle, magnetometers with sufficient sensitivity
(a few femtoteslas per square root of hertz, fT/

√
Hz) to detect NMR

signals have been demonstrated in unshielded environments [60].
However, these magnetometers are often scalar magnetometers, mak-
ing them less suitable for NMR detection and requiring differential
or gradiometric operation to mitigate the impact of common mode
noise.

Atomic Species

The choice of atomic species has a significant impact on the design
and operation of an atomic magnetometer because the wavelength
of the atomic transitions determines the requirements for the optics
and lasers used. Additionally, different atomic species have varying
vapor pressures, spin-exchange and spin-destruction collision cross-
sections, nuclear spin, and isotopic compositions, all of which can
affect the sensitivity and performance of the magnetometer.

The selection of 87Rb as the atomic species for all the magnetome-
ters used in this thesis was partly influenced by the availability of
cells, lasers, and optics. However, this choice can be further justified.
Among all alkali atoms, potassium (K) has the lowest spin exchange
and spin destruction cross-sections, followed by rubidium (Rb) and
cesium (Cs), making it the atomic species with the best expected
(and achieved so far) sensitivity. However, at the same temperature,
it also has the lowest vapor pressure among all stable alkali atoms.
This could pose a significant challenge, especially for nuclear mag-
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Figure 2.1: Overview of some magnetometer geometries (inspired by Fab-
ricant et al. [42]) used to measure DC magnetic fields (a–d) in
comparison to the most sensitive implementation of an RF mag-
netometer e. Red arrows indicate laser beams, orange arrows
are measurable, target magnetic fields, and green arrows control
fields. The SERF [56] a, the Mz b [61], the Mx c [62] as well as the
Bell-Bloom magnetometer d [63] have all been operated with
sensitives in the order of 20 fT/

√
Hz and below. For this thesis,

a combination of the SERF a and RF magnetometer e was used,
due to their almost identical geometry.

netic resonance (NMR) samples with potential boiling points close to
room temperature, where temperature isolation becomes a critical
issue for K magnetometers. This challenge may become even more
pronounced when dealing with biological samples that may have
very limited temperature tolerance. Not only is temperature isolation
a concern with K, but temperature stability is also a factor.

Rb appears to be a good compromise in this regard, offering lower
collision cross-sections than Cs while achieving optimal densities at
lower temperatures compared to K. For these reasons, this thesis will
focus its discussion on magnetometers based on 87Rb.

Geometry and Readout

The practically reachable sensitivity and performance of an OPM
strongly depend on how the atomic state is controlled, how it evolves,
and how it is read out. In an experiment, this is mostly determined
by the number and geometry of the laser beams, their temporal and
spatial profiles, polarization, and wavelength/detuning. Additionally,
DC and RF/microwave control fields may be applied to further
manipulate the system’s evolution.

Figure 2.1 provides an overview of popular magnetometer geome-
tries used for both DC and RF detection. Since the main objective of
this thesis is to construct a combined DC/RF magnetometer, the cho-
sen geometry should have operating conditions that work reasonably
well for different frequency regimes. Ultimately, the SERF magne-



46 tunable dc-rf optical pumped magnetometer

γBdc = ω

pump

probe

σ

π

Bdc

F

Fx ~ Bdc

a b

87Rb

pump

probe

σ

π

Brf

F

F+ ~ Brf

87Rb

Bdc

Figure 2.2: A more detailed schematic (in comparison to Figure 2.1a,e) for
a typical two-beam SERF (a) and RF (b) OPM. The red arrows
indicate the laser beams, with the pump beam being circularly
polarized and the probe beam being linearly polarized. Optical
rotation is measured using balanced detection. The orange ar-
rows represent the target magnetic field, which is orthogonal to
both the pump and probe beams. In b, the green arrow indicates
a constant control magnetic field parallel to the pump beam.

tometer (a) and the RF magnetometer (e) meet these requirements by
having nearly identical geometries.

Both magnetometers are based on a two-beam configuration, utiliz-
ing one resonant, circularly polarized laser beam for optical pumping,
while incorporating a second, orthogonal, linearly polarized probe
beam for non-destructive3 optical rotation measurements.

2.3 state of the art

While specialized magnetometers tailored to specific operating con-
ditions have been demonstrated, there has yet to be a setup encom-
passing the entire operating range necessary for the aforementioned
experiments. This section elucidates the most relevant magnetometer
strategies:
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Spin-Exchange Relaxation Free Magnetometer

Magnetometers based on hot alkali vapors in the SERF regime have

been reported [68] with sensitivities around 1 fT
√

Hz
−1

. These types
of magnetometers use two continuous wave beams: one for optical
pumping employing on-resonant, circularly polarized light, while
the other beam is linearly polarized and far off-resonant for non-
destructive readout based on optical rotation (see Figure 2.2). The
two beams are orthogonal to each other and the sensitive axis of the
magnetometer.

These magnetometers exhibit sensitivity levels on par with SQUIDs,
but they usually come with a significantly restricted bandwidth.
For sufficiently slow spin precession (ω ≪ 1/Tsd), the atomic state
can be well described by a spin temperature distribution. In such
cases, the spin evolution can often be described sufficiently with the
phenomenological Bloch equation (see Equation 1.28). This equation will

only be used to
discuss
quasi-steady-state
solutions, i.e., when
dq/dt = 0, and the
correction term
derived in Section 1.4
can be ignored.

dS
dt

=
1
q

(
γeB × S + ROP ·

(
ℏsez

2
− S

)
− RSDS

)
. (2.3)

Here, S =
〈
Ŝ
〉

represents the expectation value for the electron spin.
In the following, it is assumed that the atoms are pumped along

the z-axis and detected along the x-axis. Assuming a static magnetic
field

B = (Bx, By, Bz)
⊺ , (2.4)

the steady-state solution for the electron spin’s x-component is given
by:

Sx = S0
(ROP + RSD)γeBy + γ2

e BxBz

(ROP + RSD)2 + γ2
e |B|

2 . (2.5)

For Bz = 0 or Bx = 0, the magnetometer is only sensitive to magnetic
fields along the y-axis, making it an ideal vector magnetometer. In
other scenarios, the signal is a combination of all magnetic field
components.

For an oscillating field along y with a constant field along z

B(t) = (0, B1 cos(ωt), B0)
⊺ (2.6)

3 Typically, in an OPM, non-destructive readout does not fulfill the specific require-
ments of a quantum non-demolition measurement [64, 65] (with some exceptions [66,
67]). Here, the terms “non-destructive” or “dispersive” measurements will be used
instead
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the equation is solved by

Sx(t) =
S0γeB1T2

2q

(
cos (ωt) + (ω − ω0)T2 sin(ωt)

1 + (ω − ω0)2T2
2

+
cos (ωt)− (ω + ω0)T2 sin(−ωt)

1 + (ω + ω0)2T2
2

) (2.7)

with ω0 = qγeB0 and T2 = q/(ROP + RSD).
This equation suggests a clear method for converting a SERF

magnetometer into an RF magnetometer by matching ω0 with ω

Sx(t) =
S0γeB1T2

2q

(
cos (ωt) +

cos (ωt)− 2ωT2 sin(−ωt)
1 + 4ω2T2

2

)
(2.8)

through the application of a magnetic field. However, the phenomeno-
logical Bloch equations do not accurately describe the spin evolution
when spin precession surpasses the spin-destruction rate [23]. Fur-
thermore, both T2 and q are dependent on polarization (S0) and the
magnetic field (refer to Figure 1.7 and Figure 1.8). Notably, T2 can
vary significantly in magnitude when the magnetometer no longer
operates in the SERF regime.

The SERF effect, which suppresses spin-exchange relaxation, relies
on slow spin precession to maintain the distribution of spin tem-
peratures. Therefore, extending an atomic magnetometer to the RF
regime, where it experiences high frequencies and magnetic fields,
necessitates a different approach to suppress relaxation caused by
spin-exchange collisions.

Radio-Frequency Magnetometer

As demonstrated in Section 1.3, the SERF effect is not the sole phe-
nomenon for suppressing transversal relaxation resulting from spin-
exchange collisions. As long as a high spin polarization can be main-
tained, the light-narrowing effect proves to be nearly as effective and
is the preferred method for highly sensitive RF magnetometers that
rely on optically pumped atoms.

In the same scenario as previously described, i.e.,

B(t) = (0, B1 cos (ωt), B0)
⊺ , (2.9)

the expectation value [47]〈
Ŝx
〉
=

S0γeB1T2

2q
cos (ωt) (2.10)
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is almost identical to Equation 2.8. The resemblance between these
equations implies that combining both of these approaches could be
a promising strategy, provided that the relaxation time remains suffi-
ciently long in both regimes. Furthermore, the field and polarization-
dependent slowing-down factor, denoted as q = q(P, |B|), must
be considered when attempting to maintain the magnetometer in

resonance (via ω
!
= ω0 = qγeB0) across a wide field range.

Integrated Sensors

There is a growing development of integrated, miniaturized [69, 70],
mass-producible, and commercially available [71–73] magnetometers
that are based on OPMs. The primary application driving these sen-
sors is MEG, which measures the magnetic fields emitted by neural
activity in the brain. For this reason, these sensors are optimized for
detecting weak, low-frequency signals (less than 200Hz), specifically
in the ELF and SLF frequency ranges. In contrast, NMRD requires
a tunable magnetometer capable of detecting signals up to several
kilohertz. Commercially available sensors are challenging to mod-
ify, both in terms of software and hardware, and therefore are not
well-suited for the applications described in this thesis4.

2.4 working principle

There are three significant challenges when operating the magne-
tometer across a wide range of RF frequencies (from ELF to low
frequency LF bands):

As demonstrated in the previous section, the signal (in the linear
regime) scales proportionally with the transverse relaxation rate T2.
Spin-exchange collisions have the potential to significantly reduce
T2. Therefore, to achieve a highly sensitive magnetometer, the a)
suppression of spin-exchange collisions is of utmost importance. Keep-
ing the magnetometer in resonance with the signal of interest poses
another challenge, particularly due to the variable b) slowing-down
factor. Lastly, in the context of NMRD, it is essential to maintain
the magnetometer in resonance with the nuclear Larmor frequency.
Since both atomic and nuclear spins have Larmor frequencies pri-

4 Savukov et al. [74] demonstrated the operation of a commercial QuSpin sensor at a
few kHz, but this resulted in a significant loss in sensitivity (55 fT/

√
Hz compared

to 15 fT/
√

Hz).
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marily determined by the magnetic field and a substantial difference
in gyromagnetic ratios, c) matching the atomic and nuclear Larmor
frequencies necessitates advanced magnetic field engineering.

Suppressing of Relaxation

In contrast to the SERF effect, light-narrowing operates effectively
even in high magnetic field environments. However, optimal sensi-
tivity for magnetometers operating in the SERF regime is typically
achieved at lower pumping rates. If both operating modes are to be
used simultaneously, an intermediate pumping rate will be required,
which will not be optimal for either of these operating regimes.

Figure 2.3d illustrates how the transverse relaxation rate (1/T2)
depends on the pumping rate and the bias field (brighter indicating
slower relaxation). At low fields, thanks to the SERF effect, relaxation
caused by spin-exchange collisions is efficiently suppressed across
all spin polarization levels (see Figure 2.3b). In contrast, at high
bias fields, only states with high pumping rates (and thus high spin
polarization) benefit from light-narrowing, which reduces relaxation.

In both cases, an increase in the relaxation rate is noticeable at
pumping rates exceeding 1 × 104 1/s. This is because the optical
pumping rate itself contributes to the total relaxation via 1/T2 =

(ROP + RSD). In other words, there exists an optimal pumping rate
that minimizes the transverse relaxation rate, dependent on the
temperature and magnetic field.

Slowing-Down Factor

Similar to the transverse relaxation rate T2, the slowing-down factor
q also depends on both spin polarization and the bias field. To
maintain resonance with the signal of interest in the magnetometer,
it is essential to know the value of the slowing-down factor, or
alternatively, employ a field-locking mechanism.

Thankfully, a prerequisite for operating the magnetometer in the
light-narrowing regime is high spin polarization. As illustrated in the
preceding chapter (refer to Figure 1.8), it becomes evident that for a
high polarization (i.e., high spin temperatures), the slowing-down
factor qHP = 4 remains relatively constant. It is worth noting that for
quantum noise-optimized SERF magnetometers, the optimal funda-
mental sensitivity is achieved at lower polarization levels, potentially
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Figure 2.3: Numerical simulation of several OPM parameter: a), slowing-
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transversal relaxation rate T2 (e) for various bias fields B0 and
pumping rates ROP. As for the simulation in the previous chap-
ter, a temperature of 323.15 K (150 °C) and a buffer gas (N2)
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Figure 2.4: Schematic illustrating the coil arrangement and magnetic fields
within the three-layer magnetic shield. The sample and the
OPM are depicted as red boxes, while the light orange structure
represents a long solenoid responsible for providing the bias
field for nuclear spin precession. Orange arrows indicate the
primary magnetic field Bsol inside the solenoid, as well as the
stray field Bstray outside of it. Residual fields are denoted by
green arrows, and the magnetic fields generated by shim coils
are represented by blue arrows. Panel a shows a side view, while
panel b displays the frontal cross-section of the shield.

resulting in a different slowing-down factor. Furthermore, any minor
deviations at extremely low fields, where the bandwidth is narrower
than the Larmor frequency, are not a significant concern.

Hence, the variable slowing-down factor poses no issue, as long as
the optical pumping rate is sufficiently high to uphold a strong spin
polarization. Figure 2.3a presents the slowing-down factor for various
pumping rates and bias fields. Notably, for the chosen optical pump-
ing rate, the slowing-down factor exhibits almost no dependency on
the bias field.

Matching Atomic and Nuclear Larmor Frequency

The gyromagnetic ratio of nuclear spins (e.g. hydrogen-1 with γ1H =

2π × 42 MHz/T) may differ significantly, by over two orders of
magnitude, from that of rubidium-87 atoms (γe/qLarmor = 2π ×
5700 MHz/T to 7000 MHz/T). Applying the same bias field to both
spin species will not lead to the same Larmor frequency, which is
crucial for efficient detection. Figure 2.4 presents a solution to this
problem by employing a solenoid around the sample to provide the
bias field for the nuclear spin species. A thin solenoid, combined with
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magnetic shielding, produces only a small stray field. This arrange-
ment allows the nuclear spin to experience a much higher magnetic
field than the atoms used for the OPM.

The field experienced by the atoms is given by

Bopm =

Bopm,x

Bopm,y

Bopm,z

 ≈

Bres,x + ropm∇Bres,x + Bshim,x + Bstray,x

Bres,y + ropm∇Bres,y + Bshim,y + Bstray,y

Bres,z + ropm∇Bres,z + Bshim,z + Bstray,z

 ,

(2.11)

whereas the nuclear spin experiences the field

Bn =

Bn,x

Bn,y

Bn,z

 ≈

Bres,x + rn∇Bres,x + Bshim,x + Bsol,x

Bres,y + rn∇Bres,y + Bshim,y + Bsol,y

Bres,z + rn∇Bres,z + Bshim,z + Bsol,z

 . (2.12)

It is assumed that the OPM is placed in the origin (e.g. ropm =

(0, 0, 0)⊺ and the sample is spatially shifted by the distance d along y
(e.g. rn = (0, d, 0)⊺).

It is further assumed that the field in the solenoid is predominantly
along z (i.e. Bsol,z ≫ Bsol,x,y) and that the field of the nuclei along z is
much bigger than along the other two components, i.e.

Bn,z ≫ Bn,x, Bn,y . (2.13)

The Larmor frequency In the last line the
abbreviation
Bres,n,z =

Bres,z + d ∂Bres,z
∂y is

introduced.

ω0 = γn |Bn|

= ±γn

√
B2

n,x + B2
n,y + B2

n,z

2.13
= ±γnBn,z +O(Bn,x, Bn,y)

≈ ±γn ·
(

Bres,z + d
∂Bres,z

∂y
+ Bshim,z + Bsol,z

)
= ±γn · (Bres,n,z + Bshim,z + Bsol,z)

(2.14)

of the nuclei is determined by the absolute magnetic field |Bn|. Using
the previous assumption (Equation 2.13) the Larmor frequency
mainly depends on the z component.
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For the OPM the bias field should be parallel to the pump beam.
Assuming the atoms are pumped along the z the assumption of the
previous sentence implies

Bopm,x
!
= 0 =⇒ Bres,x

!
= −Bshim,x − Bstray,x (2.15a)

Bopm,y
!
= 0 =⇒ Bres,y

!
= −Bshim,y − Bstray,y . (2.15b)

With the other x and y components being equal to zero, the atomic
Larmor frequency

ω0 =
γe

q
∣∣Bopm

∣∣
= ±γe

q

√
B2

opm,x + B2
opm,y + B2

opm,z

= ±γe

q
Bopm,z

= ±γe

q
(

Bres,z + Bshim,z + Bstray,z
)

(2.16)

is given by the z component of the magnetic field.
In practice, the fields produced by the four coils (solenoid, shim x,

y and z) are controlled via four electric currents (Isol, Ishim,x, Ishim,y,
Ishim,z). All field are assumed to be linear in current

Bshim,x = kshim,x Ishim,x (2.17a)

Bshim,y = kshim,y Ishim,y (2.17b)

Bshim,z = kshim,z Ishim,z (2.17c)

Bsol,z = ksol,z Isol (2.17d)

Bstray,x = kstray,x Isol (2.17e)

Bstray,y = kstray,y Isol (2.17f)

Bstray,z = kstray,z Isol . (2.17g)

and the conversion factors k can be calibrated using the magnetome-
ter and NMR.



2.4 working principle 55

Combining equations Equation 2.14–2.16 and using the identities
Equation 2.17a–2.17g leads to set of linear equations that can be
expressed as a matrix

±ω0 − γnBres,n,z

±ω0 − γe
q Bres,z

−Bres,x

−Bres,y

 =


0 0 γnkshim,z γnksol,z

0 0 γe
q kshim,z

γe
q kstray,z

kshim,x 0 0 kstray,x

0 kshim,y 0 kstray,y

 ·


Ishim,x

Ishim,y

Ishim,z

Isol


(2.18)

and be solved using standard linear algebra methods5.

Spin Noise Limited Sensitivity

Since the spin operators due not commute[
Ŝx, Ŝy

]
= iℏŜz (2.19)

the uncertainty in measuring any component of a single spin is
limited and given by Heisenberg

6 uncertainty principle

σŜx
σŜy

≥ ℏ
2

∣∣〈Ŝz
〉∣∣ , (2.20)

with σÔ being the standard deviation of an operator Ô. The standard
deviation of N uncorrelated measurements of Ŝx on atoms described
by a density operator ρ̂ can be calculated via [23]

σ
(N)

Ŝx
=

√
σŜx

N
(2.21)

With this, the sensitivity (in Js/
√

Hz)

σ
(N)

⟨Ŝx⟩
≈ σ

(N)

Ŝx

√
4T2 (2.22)

5 The two ± symbols in the equation give actually rise to four independent solutions.
Which one is the best, depends on the additional boundary conditions of the
experiment (e.g. minimized gradient, minimized coil currents, etc.).

6 Werner Heisenberg (1901–1976) was a pioneering German physicist who formulated
the uncertainty principle and made fundamental contributions to the development
of quantum mechanics.
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Figure 2.5: Spin projection noise limited sensitivity for various bias fields
B0 and pumping rates ROP. The bottom grey line shows the
optimal pumping rate ROP = 2RSD for a SERF magnetometer.
The top grey line shows the optimal pumping rate for a magne-
tometer operating at 10 kHz. Finally, the middle line indicates
an intermediate pumping rate that offers good sensitivity over a
broad range of frequencies.

for a continuous measurement of Ŝx can be estimated7 by applying
the Wiener

8–Khinchin
9 theorem and by assuming long measure-

ment times t compared to the transverse relaxation time T2, i.e. t ≫ T2

(more details in Seltzer [23] and Budker and Kimball [35]).

7 This is only a rough estimation that uses several assumptions that may not be
justified in the actual physical system. More sophisticated spin noise models (e.g.
in Mouloudakis et al. [75]) are more accurate but, for now, only cover in the
low-polarization limit. Especially the assumption of an exponential correlation
function [23] may not be fully accurate. Further theoretical work on modeling the
spin noise at various polarization levels is needed for more accurate results. The
shape of the correlation function does not affect the total spin noise but its spectral
distribution. Similar to the technique of noise shaping used in data processing, the
signal-to-noise Ratio (SNR) of a magnetometer is not only affected by the total
power of the noise but also its spectral distribution.

8 Norbert Wiener (1894–1964) was a pioneering American mathematician and philoso-
pher known for his groundbreaking work in the development of cybernetics, a field
that explored the interdisciplinary study of control and communication in living
organisms and machines.

9 Aleksandr Khinchin (1894–1959) was a prominent Soviet mathematician known for
his significant contributions to probability theory and his work on the law of the
iterated logarithm.
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For the simulations in Figure 2.5 the number density N = nV is
estimated using a volume of V = (3 mm)3 and the corresponding
alkali density at T = 323.15 K (150 °C). An oscillating test field with
a fixed amplitude of B1 = 1 pT provides the proportionality factor

a(B0, ROP) =
B1〈

Ŝx
〉
(B0, ROP)

(2.23)

between the magnetic field B1 and the signal ⟨Ŝx⟩ (see Figure 2.3c).
By using this factor, the spin projection noise limited sensitivity

σB = aσ
(N)

Ŝx

√
4T2 (2.24)

can be estimated for various pumping rates ROP and bias magnetic
fields B0 with the results shown in Figure 2.5. By choosing a pump-
ing rate that is between the optimal value of the SERF and light-
narrowing regime the magnetometer can be operated over a broad
range of frequencies by simultaneously maintaining high, almost
constant sensitivity.

2.5 performance and outlook

In this section, the performance of the tunable magnetometer will be
discussed. It will be shown that a higher pumping rate when com-
pared to a pure SERF magnetometer, not only enhances sensitivity
at RF frequencies but also has a positive impact on the magnetome-
ter’s bandwidth and response time. Both of these characteristics
are crucial within the context of NMR. The former allows for the
simultaneous detection of widely separated NMR peaks (either due
to large J-couplings or differences in nuclear gyromagnetic ratios),
while the latter reduces the dead time of the magnetometer following
a magnetic field pulse, which is necessary to initiate nuclear spin
evolution. A 3D rendering of the setup can be observed in Figure 2.6.

Sensitivity and Bandwidth

Figure 2.7a illustrates the spectral sensitivity for various bias fields.
At low frequencies, the magnetometer is constrained by technical 1/f
noise. The peak sensitivity, approximately 10 fT/

√
Hz is achieved

at around 100 Hz and even at 3 kHz the sensitivity remains below
3 kHz. In comparison to the simulations, the sensitivity exceeds the
simulated spin-projection noise-limited sensitivity by approximately
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Figure 2.6: Three-dimensional rendering of the experimental setup. The
vapor cell is positioned beneath a water-cooled coil system that
houses the solenoid and the pre-polarizing coil. The circularly
polarized pump beam and the linearly polarized probe beam
are oriented orthogonal to each other. Saddle coils are employed
to apply magnetic field pulses for the purpose of rotating the
nuclear spin states. The entire setup is enclosed within a four-
layer magnetic shielding system, consisting of three layers of
mu-metal and one layer of ferrite.
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Figure 2.7: Performance of the tunable magnetometer. a sensitivity across
a wide frequency range for various bias fields is depicted. The
squares represent sensitivity when nuclear and atomic Larmor

frequencies are matched. The triangles demonstrate sensitivity
at the nuclear Larmor frequency when only a constant field
exists along the z-axis. b NMR signal of a 1 ml sample of milli-Q
water, measured after pre-polarization at 20 mT.

an order of magnitude. Calibration was carried out following the
procedure detailed in Appendix G.

The bandwidth is on the order of several hundred hertz, which
is sufficient even for 1 J1H13C couplings that can be as high as 100 Hz.
This bandwidth surpasses that of many SERF magnetometers, thanks
to the higher pumping rate required for optimal RF performance.
Further increasing the pumping rate could extend the bandwidth,
but it would come with a trade-off involving reduced sensitivity at
lower frequencies.

Gradient Broadening

In theory, an infinite solenoid produces a constant field profile inside.
However, due to the finite length and potential winding inaccuracies,
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Figure 2.8: Typical magnetometer response at 30 nT after a magnetic field
pulse. The relaxation rate is in the order of 500 1/s. The mag-
netometer has almost fully recovered after 5 to 10 transverse
relaxation times, as indicated by the vertical dashed lines.

there may be gradients in the field profile. If the natural linewidth
of an NMR signal is narrow enough, the broadening due to gradi-
ents provides a direct measure of the field homogeneity produced
by the solenoid. Figure 2.7b illustrates a gradient broadening of
only 200 mHz across the Larmor frequency range of 3200 Hz. This
corresponds to a field inhomogeneity of 63 ppm, which is orders
of magnitude worse when compared to commercial high-field sys-
tems. However, within the frequency range of interest, the gradient
broadening is still narrower than the natural linewidth for many
samples.

Response/Dead Time

Figure 2.8 illustrates the typical response behavior of the OPM at
low magnetic fields (Bz = 30 nT) following a strong magnetic field
pulse, which may occur during an NMR experiment. In this regime,
the atomic transverse relaxation rate (≈ ROP/4 ≈ 500 s−1) is pre-
dominantly influenced by the pumping rate ROP. The magnetometer
requires approximately 5 to 10 times the transverse relaxation time
to fully recover, which falls within the range of 10 ms to 20 ms. This
recovery time is sufficient for studying most samples with relaxation
rates of up to tens per second. However, challenges may arise when
dealing with fast-relaxing samples having relaxation rates exceeding
100 s−1, as the initial decay cannot be easily observed by the magne-
tometer due to its overlap with the magnetometer’s response at the
same frequency.

At higher bias fields and atomic Larmor frequencies, the trans-
verse relaxation rate accelerates, resulting in a shorter recovery time
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for the magnetometer. This recovery time could be further improved
by increasing the pump rate, but this would come at the cost of
reduced sensitivity at lower frequencies.

Temperature and Stability

The atomic vapor cell must be maintained at a constant temper-
ature to ensure both the vapor density and kinetic energy of the
atoms remain stable. Currently, this setup lacks a feedback-controlled
stabilizer and relies solely on a constant amplitude alternating cur-
rent (AC) heating current. Consequently, this situation may result in
potential long-term temperature fluctuations.

The polarizing coil draws a substantial current in the order of
several amperes. Due to the internal resistance of the coils, this can
significantly elevate the temperature in the vicinity of the coil. Al-
though a passive cooling system employing a siphon mechanism and
water helps mitigate most of the heating, it lacks active stabilization,
and the cooling capacity depends on the variable flow rate, leading
to prolonged temperature variations.

In the future, both issues could be addressed by implementing
temperature monitoring and introducing active feedback loops for
both the heating and cooling systems. In addition to temperature fluc-
tuations, mechanical vibrations, and technical noise also impact the
overall system stability, particularly at low frequencies. Other sources
of noise include fluctuations in the lasers (intensity, polarization,
wavelength), as they are not actively locked.

Tunability

The maximum tuning range is presently restricted by the current
driver responsible for generating the magnetic field for the NMR
sample, and it is approximately 5 kHz. Atomic RF magnetometers
have demonstrated the ability to operate at frequencies in the hun-
dreds of kHz, and it is anticipated that the magnetometer will per-
form effectively with only minor adjustments. Nevertheless, gradient
broadening will also become more prominent at these frequencies,
leading to a decrease in the SNR.
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Bcoherent

OPM fulfill the requirements for detecting the magneti-
zation of nuclear spins in terms of sensitivity and band-
width. However, predicting and interpreting the time-
dependent signals that arise at ultralow field conditions
is not straightforward.

In this part of the thesis, Chapter 3 explains the origin of
zero-field NMR spectra and how they continuously evolve
towards their high-field counterparts with increasing field
strength. In Chapter 4, this knowledge will be applied
to extract scalar coupling constants with unprecedented
accuracy. The discussion will also explore whether the
distinct differences between ZULF and high-field NMR
could lead to advantages or disadvantages in certain sce-
narios.

The results of these chapters will soon be published in
Bodenstedt et al. [76] and Bodenstedt et al. [77].





3
Z E R O - T O U LT R A L O W F I E L D N U C L E A R
M A G N E T I C R E S O N A N C E

The nuclear shell model, which was developed in 1949 and hon-
ored with the Nobel

1 Prize in Physics awarded to Maria Goeppert

Mayer
2 and J. Hans D. Jensen

3, predicts a nonzero nuclear spin
I for the ground state of any nucleus with an odd number of pro-
tons and/or neutrons. This nuclear spin is connected to a magnetic
moment

m = γnI (3.1)

through the gyromagnetic ratio γn. The dipole magnetic field gener-
ated by a single nuclear spin or an ensemble of them can be externally
detected to read out the ensemble’s average spin state. When placed
within an external magnetic field B, an isolated nuclear spin un-
dergoes Larmor precession, where the exact precession frequency

fLarmor =
ωLarmor

2π
=

γn |B|
2π

, (3.2)

is linear to the magnetic field strength. This particular frequency, spe-
cific to both the magnetic field and the nuclear species, is commonly
known as the resonance frequency in the context of NMR.

Conventional NMR is arguably one of the applications that bene-
fited the most from the improvements in generating and controlling
high magnetic fields using superconducting magnets allowing up
to GHz resonance frequencies. Most of its various applications in
chemistry, physics, and life science would benefit from even higher

1 Alfred Nobel (1833–1896) was a Swedish inventor, engineer, and industrialist best
known for inventing dynamite and for establishing the Nobel Prizes through his
will, which recognize outstanding contributions to humanity in the fields of physics,
chemistry, medicine, literature, and peace.

2 Maria Goeppert Mayer (1906–1972) was a German-American physicist who was
awarded the Nobel Prize in Physics in 1963 for her development of the nuclear shell
model, which explained the structure of atomic nuclei.

3 J. Hans D. Jensen (1907-–1973) was a German physicist awarded the Nobel Prize in
Physics in 1963 for his contributions to the understanding of the nuclear structure,
particularly his work on the nuclear shell model.

65



66 zero- to ultralow field nuclear magnetic resonance

magnetic fields if they were stable, controllable, and homogeneous.
Therefore, detecting the evolution of the states of nuclear spin en-
sembles in environments where the strength of magnetic fields is
drastically reduced seems counter-intuitive at first.

Yet, the influence of the bias magnetic field extends beyond the
determination of the nuclear Larmor frequency. Conceptually, a
nuclear spin can be seen as a subatomic-scale magnetometer. By
changing the bias magnetic field, the nuclear spin magnetometer can
be tuned to be more or less sensitive to certain aspects of spin-spin
couplings and frequency bands in the magnetic (noise) spectrum.

As an example, at ZULF, in contrast to high-field conditions, het-
eronuclear spins are sensitive to the secular components of the J-
coupling, potentially resulting in spectra that are more responsive
to J-coupling constants (refer to Chapter 4). In Chapter 5, it will be
investigated how the sensitivity of spin systems to fluctuating mag-
netic fields caused by other nuclei varies with changes in the external
magnetic field. This transition between the strong and weak coupling
limits facilitates the formation of long-lived coherence (LLC) [78, 79],
which are less influenced by relaxation due to magnetic dipole-dipole
interactions. Finally, in NMRD, nuclear spins can be tuned to de-
tect parts of the magnetic noise spectrum associated with molecular
processes characterized by very long coherence times resulting from
slow molecular motion (see Chapter 6).

This chapter focuses on the theoretical background of the spec-
troscopy [80–84] aspect of ZULF NMR. The time evolution of the
nuclear spin state is encoded in the externally detected magnetic
field. However, the fact alone that there is a non-trivial (i.e. a non-
constant) magnetically detectable time evolution even in the complete
absence of externally applied bias fields, is not obvious and requires
studying the quantum mechanical model of the nuclear spin system.
This chapter will delve into the prerequisites for the existence of such
non-trivial time evolution, explore its derivation, and quantify its
characteristics.

3.1 quantum mechanical description

The Larmor precession of an individual spin can be effectively
described by a classical model, but when considering spin-spin cou-
plings among multiple spins, a quantum mechanical treatment be-
comes necessary due to the limitations of the classical approach.
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Hamiltonian

Nuclear spins can engage with magnetic and electric fields through
diverse mechanisms, encompassing the Zeeman effect, chemical
shifts, electric quadrupole moments, direct magnetic dipole-dipole
interactions with other nuclei, and indirect interactions mediated by
electrons in the form of J-coupling. These interactions collectively
form a Hamiltonian

Ĥ = −∑
i

γi Îi · B︸ ︷︷ ︸
ĤZeeman

+∑
i

γiσi Îi · B︸ ︷︷ ︸
Ĥchemical shift

+
2π

ℏ ∑
i,j>i

Jij Îi · Îj︸ ︷︷ ︸
ĤJ

+ Ĥquadrupolar + Ĥdipole−dipole .

(3.3)

for a nuclear spin system composed of nuclear spins denoted as Îi.
In liquids undergoing rapid molecular tumbling, the Hamiltonian

is averaged across all rotational orientations, resulting in the elimina-
tion of the last two terms (describing dipole-dipole and quadrupolar
interactions). Consequently, only the Zeeman, chemical shift, and
J-coupling terms remain as the primary factors influencing resonance
frequencies. Moreover, the quadrupolar term becomes negligible for
nuclei with I < 1. Nevertheless, despite not being directly observable
in the spectrum, both dipole-dipole and quadrupolar terms play an
important role in the relaxation mechanism of the system.

Origin of J-Coupling

At zero field (B = 0), the J-coupling is the only interaction deter-
mining the resonance frequency in liquids. First observed in 1952 by
Hahn and Maxwell [85] and in the same year theoretically described
by Ramsey and Purcell [3], the J-coupling describes an interaction of
nuclear spins that arises from direct dipolar coupling

Ĥ2 =
gµBµ0

4πℏ ∑
k,l

γI,l
3(Ŝk · rkl)(Îl · rkl)

|rkl |5
− Îl · Ŝk

|rkl |3
(3.4)

of the nuclear spins Îl with the electron spins Ŝk, in combination
with the Fermi contact interaction

Ĥ3 =
2
3

gµBµ0

ℏ ∑
k,l

γI,lδ(rkl)Îl · Ŝk . (3.5)
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Here, g ≈ 2 is the electron spin g-factor, µB the Bohr magneton, µ0

the magnetic permeability constant, γI,l the gyromagnetic ratio of
nuclear spin l, Ŝk the spin operator of electron spin k, Îl the spin
operator of nuclear spin l and rkl = rk − rl relative location between
the k-th electron and l-th nuclear spin.

If these terms are treated as a perturbation to the “nuclear-free"
molecular Hamiltonian they give rise to energy corrections of the
form

ĤJ =
2π

ℏ

(
Î(1)x Î(1)y Î(1)z

)
·

Jxx Jxy Jxz

Jyx Jyy Jyz

Jzx Jzy Jzz

 ·

 Î(2)x

Î(2)y

Î(2)z

 (3.6)

that are nowadays known under the term J-coupling and are typi-
cally anisotropic. For liquid samples that experience rapid molecular
tumbling, the energy corrections can be averaged over all molecular
rotational states. In this case, Ramsey

4 [3] correctly identified that
especially the last term Ĥ3 contributes to what nowadays is known
as the scalar J-coupling, describing an energy correction of the form

ĤJ =
2π

ℏ ∑
i,j>i

Jij Îi · Îj , (3.7)

with J = (Jxx + Jyy + Jzz)/3.
The J-coupling can be motivated by considering the hydrogen

molecule 1H2 in its electronic ground state, where the two electron
spins are anti-parallel (Figure 3.1). The Fermi contact interaction,
which remains unaffected by molecular tumbling, favors each nu-
clear spin aligning with its corresponding electron spin rather than
being antialigned. The energy difference between these states is
proportional to the J coupling constant JHH.

3.2 differences between zero- and high-field

There are fundamental differences between zero-field and high-field
NMR. Some are readily apparent, such as the lack of chemical shift in-
formation in zero-field NMR due to the absence of external magnetic
fields. However, this section delves into more profound disparities,

4 Nathaniel Foster Ramsey (1915–2011) was a prominent American physicist and
Nobel laureate, recognized for his groundbreaking contributions to the field of
atomic and molecular physics, particularly his development of the molecular beam
technique.
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hJHH

e-

1H
1H

1H
1H

e- e-

e-

molecular tumbling

energy

Figure 3.1: Illustrative explanation of the J-coupling. The figure shows the
nuclear and electron spin of a hydrogen molecule in its electronic
ground state. The electron’s non-vanishing probability at one of
the nuclei results in an energetically favored alignment of the
electron and nuclear spins. Since the Fermi contact interaction
remains unaffected by molecular tumbling, this energy differ-
ence persists even in liquids, leading to the scalar J-coupling
JHH.

particularly the alteration in the system’s symmetry. In the case of
liquid samples undergoing rapid molecular tumbling, the zero-field
Hamiltonian exhibits complete rotational symmetry under both spa-
tial and spin rotations, whereas this symmetry is broken in high-field
NMR. The implications of this symmetry violation will be explored
in the following section, following a brief explanation of field termi-
nology.

Field Regime Terminology

Various subfields within the realm of NMR have formulated their
distinct and at times conflicting definitions of magnetic field regimes.
In this thesis, unless explicitly stated otherwise, the definitions out-
lined in Figure 3.2 will be used. These definitions are based on the
terms described in Equation 3.3.

Within this framework, high field designates the field regime where
the absolute chemical shift difference between two homonuclear spins
significantly surpasses the homonuclear J-coupling. In contrast, low
field extends from this point downwards to the threshold where the
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Figure 3.2: Schematic for the definitions of the field regimes used in this
thesis. The calculated boundaries vary considerably depending
on the specific system being studied. (Modified from Eills [86];
inspired by Appelt et al. [87].)
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second-order corrections of the J-coupling term become comparable
to the relaxation rate. very-low field encompasses the range from there
down to the field level at which the difference in Larmor frequencies
between two heteronuclear spins equals their J-coupling constant.
ultralow field takes over from this point and extends downward to
the field at which the Larmor frequency becomes comparable to the
relaxation rate. Any magnetic field strength below this threshold is
categorized as zero field.

Symmetry and Conservation

Noether
5’s theorem [88]

“If a system has a continuous symmetry property, then
there are corresponding quantities whose values are con-
served in time."

establishes a connection between symmetries inherent in a physi-
cal system and corresponding conservation laws. Specifically, time-
translation invariance results in the conservation of mass-energy,
while space-translation invariance ensures the conservation of linear
momentum.

In zero-field NMR, assuming liquid samples where the rotational
Brownian

6 motion averages out any spatial anisotropy, the Hamil-
tonian is completely invariant under both spatial and spin rotations.
This complete rotational symmetry leads to the commutators [Â, B̂] ≡

[Â, B̂x], . . . , [Â, B̂z].
Proof of 3.8a–3.8b in
Section A.8.

[Ĥ, F̂] = 0 (3.8a)

[Ĥ, F̂2] = 0 (3.8b)

of the rotation generators (i.e. the total angular momentum operator
F̂ = ∑i Îi) being zero. By applying the Ehrenfest

7 theorem [89]

d
dt

⟨F̂⟩ = 1
iℏ
[F̂, Ĥ]
=0

+ ⟨∂F
∂t
=0

⟩ = 0 (3.9)

5 Emmy Noether (1882–1935) was a pioneering German mathematician known for
her groundbreaking contributions to abstract algebra and for establishing Noether’s
theorem, which relates symmetries in physical systems to conserved quantities.

6 Robert Brown (1773–1858) was a Scottish botanist who discovered and described
the random motion of microscopic particles suspended in a fluid, now known as
Brownian motion, which provided crucial evidence for the existence of atoms and
molecules.

7 Paul Ehrenfest (1880-1933) was an influential Austrian-Dutch physicist known for
his significant contributions to statistical mechanics and quantum theory.
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it can be shown that the expectation value of the total spin F̂ is
constant8.

The consideration of this symmetry alone demonstrates that non-
zero frequency resonances in ZULF NMR can solely be detected
within heteronuclear spin systems. This arises from the fact that the
physically measurable quantity is the total magnetic moment

⟨m̂⟩ = ∑
i
⟨m̂i⟩ = ∑

i
γi ⟨Îi⟩ . (3.10)

In the case of homonuclear spin systems, where all gyromagnetic
ratios are equal, i.e., γi = γ ∀i, it holds that

d
dt

⟨m̂⟩ = γ
d
dt

⟨∑
i

Îi⟩ = γ
d
dt

⟨F̂⟩ 3.9
=

ZULF
0 (3.11)

or ⟨m̂⟩ = const., resulting in an absence of observable time-varying
signals. Only when there are at least two nuclear spins, denoted as i
and j, with γi ̸= γj, can the total angular momentum be conserved
even if the magnetic moment itself is not, thereby giving rise to an
oscillating signal.

Furthermore, this symmetry facilitates the decomposition of the
Hilbert

9 space (as well as the Liouville space) into rational in-
variant subspaces, establishing a connection between nuclear spin
dynamics in zero-field and the extensively researched characteristics
of rotational Lie

10 groups and algebras (see Appendix D).
In contrast, at a high field, this symmetry is broken. The only

remaining symmetry is rotational symmetry around the axis parallel
to the magnetic field. Assuming that the magnetic field aligns with
the z-axis, the Hamiltonian

[Ĥ, F̂z] = 0 (3.12)

still commutes with the z-component of the total angular momen-
tum, denoted as F̂z, resulting in the conservation of ⟨F̂z⟩ = const.

8 For a similar reason spin-exchange collisions conserve the ensemble’s average
electron angular momentum.

9 David Hilbert (1862–1943) was a German mathematician who made significant
contributions to a wide range of mathematical disciplines, including algebra, number
theory, geometry, and mathematical physics, and is renowned for his influential list
of 23 unsolved problems that shaped the course of 20th–century mathematics.

10 Marius Sophus Lie (1842–1899) was a Norwegian mathematician who revolution-
ized the field of symmetry and group theory, providing the foundation for the
development of modern differential geometry and Lie theory, with wide–ranging
applications in physics and mathematics.
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Figure 3.3: Schematic illustration of the secular approximation of a three
A2X spin system (A: red/blue; X: orange) that is pairwise cou-
pled via a single coupling constant J. The matrix represents the
Hamiltonian from Equation 3.13 in the Zeeman basis, where
blue/red squares indicate positive/negative elements. If the
secular approximation is applied, all terms with vanishing first-
order energy corrections are neglected. In this specific scenario,
this applies to terms of the form Î(A)

i,± Î(X)
∓ that originate from the

J-coupling Hamiltonian.

Similar to ZULF NMR, this, in principle, would allow longitudinal
J-spectroscopy for heteronuclear spin systems. However, as will be
demonstrated later, these transitions possess a vanishing transition
moment, permitting the detection of high-field NMR resonance only
in the transverse plane.

It is essential to note that these symmetry considerations are only
valid for the coherent aspect of the system’s time evolution, as de-
scribed by the Hamiltonian. Incoherent processes, such as relaxation
mechanisms, can significantly validate these conservation laws.

Secular Approximation

Whenever a parameter within a physical model undergoes a drastic
change or completely disappears, as is the case with the magnetic
field in zero-field NMR, the applicability of approximations used in
the model must be reassessed. One such approximation that greatly
simplifies a Hamiltonian in high-field NMR is the secular approxima-
tion, whose simple derivation can be found in Section A.9. In essence,
when assuming a perturbed Hamiltonian, the secular approxima-
tion permits the neglect of terms with vanishing first-order energy
corrections.
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For instance, in a simple three-spin system

Ĥ = BzγA(I(A)
1,z + I(A)

2,z ) + BzγX I(X)z

+
2π J
ℏ

(Î(A)
1 · Î(A)

2 + Î(A)
1 · Î(X) + Î(A)

2 · Î(X))
(3.13)

at high field, where the Zeeman term predominates and the J-
coupling serves as a perturbation, examining the last terms of Equa-
tion 3.13With

Îx = ( Î+ + Î−)/2
and Îy =

( Î+ − Î−)/(2i).
Î(A)

i · Î(X) = Î(A)
i,x · Î(X)

x + Î(A)
i,y · Î(X)

y + Î(A)
i,z · Î(X)

z

=
Î(A)
i,+ Î(I)

−
2

+
Î(A)
i,− Î(I)

+

2
+ Î(A)

i,z · Î(X)
z

(3.14)

and computing the first-order energy corrections

⟨mI,1 mI,2, mA| Î(A)
i,± Î(I)

∓ |mI,1 mI,2, mA⟩ = 0 (3.15a)

⟨mI,1 mI,2, mA| Î(A)
i,z Î(I)

z |mI,1 mI,2, mA⟩ = mI,imAℏ2 (3.15b)

indicates that terms like Î(A)
i,± Î(I)

∓ can be disregarded under the secular
approximation11. It is important to note that this approximation is
not applicable at zero field, where the J-coupling Hamiltonian is
dominant, and the Zeeman term acts as a perturbation. In Chapter 4,
it will be demonstrated that this difference may result in ZULF NMR
spectra being more responsive to variations in the coupling constant
J.

3.3 time-dependent signals

For a given time-independent Hamiltonian Ĥ let |i⟩ represent an
orthonormal basis of its eigenstates with corresponding eigenenergies
Ei. The system’s time evolution is described by the time-dependent
density operator

ρ̂(t) = e−iĤt/ℏρ̂(0)eiĤt/ℏ . (3.16)

This section aims to examine the criteria that must be met by an
observable Â, the Hamiltonian Ĥ, and the initial density operator
ρ̂(0) to enable the measurement of time-dependent signals.

11 Note that in the Zeeman basis the same would be true for the Î(A)
1,± Î(A)

2,∓ operator.
However, due to the degeneracy, the pure Zeeman basis would not be the first-
order eigenbasis used in perturbation theory. Instead for the A2 subsystem, the
singlet-triplet basis would be used, which features non-zero first-order energy
corrections.
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Observables

For an observable Â the time-dependent expectation value is given
by 〈

Â
〉
(t) = tr(ρ̂(t)Â) . (3.17)

Inserting Equation 3.16 and using the identity tr(·) = ∑i ⟨i | · | i⟩ the
expectation value in Equation 3.17 can be expressed as〈

Â
〉
(t) = ∑

i
⟨i| e−iĤt/ℏρ̂(0)eiĤt/ℏÂ |i⟩ (3.18)

and further expanded using the two identities ∑j |j⟩ ⟨j|, ⟨j| e−iĤt =

⟨j| e−iEjt and eiĤt |j⟩ = eiEjt |j⟩〈
Â
〉
(t) = ∑

i
⟨i| e−iĤt/ℏρ̂(0)∑

j
|j⟩ ⟨j| eiĤt/ℏÂ |i⟩

= ∑
i,j

⟨i| e−iĤt/ℏρ̂(0) |j⟩ ⟨j| eiĤt/ℏÂ |i⟩

= ∑
i,j

⟨i| e−iEit/ℏρ̂(0) |j⟩ ⟨j| eiEjt/ℏÂ |i⟩

= ∑
i,j

⟨i| ρ̂(0) |j⟩ ⟨j| Â |i⟩ ei(Ej−Ei)t/ℏ .

(3.19)

In that way, the expectation value of Â can be expressed as the sum
of a product of two matrix elements ⟨i| ρ̂(0) |j⟩ and ⟨j| Â |i⟩. In the context of

dipole transition it is
called the transition
dipole moment.

The latter includes the measurable observable Â and is called the
transition moment. For a system of nuclear spins {Îi} with gyromag-
netic ratios γi it is usually proportional the projection of the total
magnetization n · M̂ = ∑i n · M̂i = ∑i γin · Îi of the spin ensemble
along an axis represented by n.

The former matrix element See Equation A.20
for more details about
the notation |·⟩L of
vectors in the
Liouville space.

⟨i|ρ̂(0)|j⟩ = ∑
k
⟨k|j⟩ ⟨i|ρ̂(0)|k⟩ = Tr |j⟩ ⟨i| ρ̂(0) = Tr

(
(|i⟩ ⟨j|)†ρ̂(0)

)
= ⟨ij|ρ̂(0)⟩L

(3.20)

calculates the component of the Liouville space vector |ρ̂(0)⟩L =

ρ̂(0) with respect to the basis vector ⟨ij|L = |i⟩ ⟨j| using the Frobe-
nius

12 inner product (see Equation A.21).

12 Georg Frobenius (1849–1917) was a German mathematician who made significant
contributions to the fields of group theory, representation theory, and matrix theory,
including the development of the Frobenius method for solving linear differential
equations.
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In other words, a coherence |i⟩ ⟨j| can only be observed if both
its transition moment ⟨j| Â |i⟩ and its projection of ρ̂(0) are non-
zero. If both requirements are fulfilled, an oscillating signal with the
frequency (Ej − Ei)/h could potentially be observed.

Eigenstates of a Two Spin-1/2 System

H

13C

O

OH

formic acid-13C
As an example, the dynamics of a system of two J-coupled het-
eronuclear (γ1 ̸= γ2) spin-1/2 nuclei (e.g. formic acid-13C) will be
investigated to highlight the key difference between high- and zero-
field NMR phenomena. The corresponding product Hilbert space

H1 ⊗H2 (3.21)

is spanned by the basis vectors|↓⟩α
def
= |− 1

2 ⟩α and

|↑⟩α
def
= | 1

2 ⟩α with
Î(α)z |mα⟩α =

ℏmα |mα⟩α for
α ∈ {1, 2}

|↓⟩1 ⊗ |↓⟩2 , |↓⟩1 ⊗ |↑⟩2 , |↑⟩1 ⊗ |↓⟩2 , |↑⟩1 ⊗ |↑⟩2 , (3.22)

which are eigenstates of the Zeeman operator −∑i γi(1 − σi)Îi · B
and are referred to as the Zeeman basis. The following short notation

|··⟩ def
= |·⟩1 ⊗ |·⟩2 (3.23)

will be used as an abbreviation to refer to these basis vectors.
In high-field, the Hamiltonian in Equation 3.3 can be simplified

Ĥhf = −γ1ℏBz Î(1)z − γ2ℏBz Î(2)z +
2π

ℏ
J Î(1)z Î(2)z (3.24)

by applying a secular approximation to the J-coupling term (chemical
shift and other interactions are ignored for this example). The Hamil-
tonian commutes with both Î(1)z and Î(2)z , justifying the selection of
the Zeeman basis for this Hilbert space, which is also an eigenbasis
of the Hamiltonian.

In contrast, the zero-field Hamiltonian

Ĥzf =
2π

ℏ
J Î1 · Î2 =

2π

ℏ
J
(
F̂2 − Î2

1 − Î2
2
)

(3.25)

commutes with the total angular momentum F̂2 (with F̂ = Î1 + Î2)

and its z-component F̂z
def
= Î(1)z + Î(2)z , but not with I(1)z and I(2)z

individually and the Zeeman basis not an eigenbasis of this Hamil-
tonian. Instead, the statesF̂2 |F, mF⟩ =

ℏ2F(F + 1) |F, mF⟩
and F̂z |F, mF⟩ =

ℏmF |F, mF⟩
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|S0⟩
def
= |0, 0⟩ ≡ |↑↓⟩ − |↓↑⟩√

2
, |T0⟩

def
= |1, 0⟩ ≡ |↑↓⟩+ |↓↑⟩√

2
,

(3.26a)

|T−⟩
def
= |1,−1⟩ ≡ |↓↓⟩ , |T+⟩

def
= |1, 1⟩ ≡ |↑↑⟩ (3.26b)

form an eigenbasis of F̂2, F̂z and the zero-field Hamiltonian and
will be referred to as the singlet-triplet basis.

Figure 3.4a shows the energy level diagram for both scenarios,
labeled with the corresponding eigenbasis. By starting at zero-field
and gradually increasing the Bz field along the z axis the diagrams
can be transformed into each other.

Transition Moments

Given the eigenbasis {|i⟩} of the corresponding Hamiltonians, the
observable coherences can be determined by calculating the transition
matrix elements

⟨j| M̂0,± |i⟩ (3.27)

from Equation 3.18 with M̂0,± being the components of the magnetic
moment operators in the spherical basis. Analogous to the polariza-
tion of light, M̂0 = M̂z represents magnetic moments that are linearly
polarized along z, whereas M̂± = M̂x ± iM̂y describes rotating mag-
netic moments about the z-axis. Figure 3.4a shows an overview of
the observable coherences with respect to the detection axis.

At high-field, assuming purely positive gyromagnetic ratios, i.e.
γ1, γ2 > 0,

⟨↓↓| M̂− |↑↓⟩ = ⟨↓↑| M̂− |↑↑⟩ ∝ γ1 (3.28a)

⟨↓↓| M̂− |↓↑⟩ = ⟨↑↓| M̂− |↑↑⟩ ∝ γ2 (3.28b)

are the only allowed transitions with positive energy difference13 For
⟨m′

1, m′
2| · |m1, m2⟩

it is
∆m1 = m′

1 − m1
and
∆m2 = m′

2 − m2

(i.e. Ej > Ei) which can be summarized by the two transitions rules
{∆m1 = −1, ∆m2 = 0} or {∆m1 = 0, ∆m2 = −1} which are called
single quantum transitions.

In contrast, at zero-field, there is an allowed transition for every
operator

⟨T0,±| M̂0,± |S0⟩ ∝ (γ1 − γ2)ℏ . (3.29)

13 Note that, in contrast to M̂x,y,z, M̂± are no longer Hermitian operators. However,
due to M̂†

± = M̂∓, without loss of generality, only matrix elements with Ej > Ei have
to be considered and ⟨i| M̂± |j⟩ = ⟨j| M̂∓ |i⟩. Similarly, it is ⟨i| M̂0 |j⟩ = ⟨j| M̂0 |i⟩∗.
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Figure 3.4: Schematic representation of the differences between zero and
high-field NMR. a, energy level diagram of a coupled two-spin
system. Arrows represent magnetic dipole transitions with the
saturation representing the transition moment (grey = forbidden).
Colors represent the axis of detection with the magnetic field
being parallel to the z-axis. b and c show the observable NMR
spectra with only one resonance line at zero field. d and e sketch
the detailed dynamics of a single coherence/resonance showing
the Bloch sphere, total angular momentum, and magnetization.
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Here the selection rules are {∆F = 1, ∆mF = 0,±1}. Other transitions
are allowed, i.e. between different |T0,±⟩ states with ∆F = 0, but only
with zero-frequency (Ej = Ei) at zero-field.

In Figure 3.4a, the continuous evolution of transition moments
is depicted as the system transitions from zero to high-field. Cor-
respondingly, Figure 3.4b displays the associated spectrum. Within
the intermediate regime, where the spins are neither strongly cou-
pled (as in zero-field) nor weakly coupled (as in high-field), the
number of transitions reaches its maximum, resulting in nearly all
transitions being observable, except for the |↑↑⟩ ↔ |↓↓⟩ transition,
which remains forbidden. The potential of this increased number
of transitions will be explored in Chapter 4 to reduce uncertainty
in J-coupling estimations. It should be noted that the impact of the
increased number of transitions in the intermediate coupling regime
will be more pronounced for larger spin systems.

Relation Between Spin and Magnetization

While the occurrence of an oscillating signal in NMR from low to
high field can be adequately explained using semiclassical models
describing spin precession, the emergence of resonance at zero-field
presents a more intricate challenge. Figure 3.4c endeavors to shed
light on the underlying dynamics, with a specific focus on the exem-
plary transition |S0⟩ ↔ |T0⟩. As discussed in Section 3.2, the spherical
symmetry mandates the conservation of the total nuclear angular
momentum. Consequently, a direct measurement of the total nuclear
angular momentum would not yield an oscillating signal, marking
a noteworthy distinction from high-field NMR (as depicted on the
right side of the figure), where the signal arises directly due to the
precession of the nuclear angular momentum.

In contrast, the origin of the NMR signal at zero-field is rooted
in the oscillation of the relative contributions of each spin’s nuclear
angular momentum to the total nuclear spin angular momentum.
This oscillation, coupled with the presence of different gyromagnetic
ratios, eventually results in oscillating magnetization that can be
detected. In essence, even if a homonuclear spin system were to
display identical spin dynamics, it would not produce a non-trivial
zero-field spectrum.

Whereas the total angular momentum F̂ = const does not precess
or oscillate for any of the allowed transitions, this is not necessarily
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true for the magnetic moment. Here, simple oscillations (|S0⟩ ↔ |T0⟩)
as well as precession (|S0⟩ ↔ |T±⟩) may be possible.

3.4 initial state preparation

A non-zero transition element, which implies an allowed transition,
is just one of the prerequisites necessary to observe a coherence
|i⟩ ⟨j| = |ij⟩ L (as outlined in Equation 3.19). Moreover, it is essential
that the energy difference Ej − Ei > 0 is positive, and the inner
product

⟨ij|ρ̂(0)⟩L
!
̸= 0 (3.30)

of the coherence |ij⟩ L with the initial density operator |ρ̂⟩L must
also be non-zero (as illustrated in Equation 3.20).

Thermally Polarized State

Given an ensemble of N identical particles, the number

⟨Ni⟩ =
N
Z

gie−Ei/(kBT) (3.31)

of them that are expected to be found with an energy Ei can be
described by the Maxwell

14-Boltzmann
15 statistics. Here, kB is the

Boltzmann constant, T the temperature, gi the degeneracy, and Z
the partition function necessary for normalization. For a nuclear spin
I, the expression

pi =
⟨Ni⟩

N
=

emiℏγBz/(kBT)

Z
ℏγBz≪kBT

≈ 1 + miℏγBz/(kBT)
2I + 1

(3.32)

14 James Clerk Maxwell (1831–1879) was a Scottish physicist whose groundbreaking
work in electromagnetism formulated Maxwell’s equations, unifying electricity,
magnetism, and light into a single coherent theory and laying the foundation for
modern physics.

15 Ludwig Boltzmann (1844–1906) was an Austrian physicist and mathematician who
made significant contributions to the field of statistical mechanics, developing the
statistical interpretation of entropy and providing fundamental insights into the
behavior of atoms and molecules.
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describes the probability of finding a single particle in the spin state
mi leading to the nuclear spin polarization

p =
⟨Iz⟩

max ⟨Iz⟩
=

∑i piℏmi

Iℏ

=
∑i mi · (1 + miℏγBz/(kBT))

I · (2I + 1)

=
ℏγBz

kBT · I · (2I + 1) ∑
i

m2
i

=
ℏγBz

kBT
(1 + I)/3 · I · (2I + 1)

I · (2I + 1)

=
ℏγBz

kBT
(1 + I)

3
I=1/2
=

ℏγBz

2kBT
,

(3.33)

where in the last line a particle with I = 1/2 is assumed.
The density operator of a single nuclear spin species is then given

by [38]

ρ̂thermal = ∑
i

pi |mi⟩ ⟨mi|

= ∑
i

1 + 2pmi

2I + 1
|mi⟩ ⟨mi|

=
1

2I + 1
+

2pÎz

ℏ(2I + 1)

I=1/2
=

1

2
+

pÎz

ℏ
.

(3.34)

The combined density operator for two spin-1/2 particles

ρ̂thermal = ρ̂
(1)
thermal ⊗ ρ̂

(2)
thermal

=
1̂

4
+ p1

Î(1)z

2ℏ
+ p2

Î(2)z

2ℏ
+

2p1 p2

ℏ2 Î(1)z Î(2)z

p1,p2≪1
=

1̂

4
+ p1

Î(1)z

2ℏ
+ p2

Î(2)z

2ℏ

(3.35)

is given by the product of the two single spin density operators
ρ̂
(1)
thermal and ρ̂

(2)
thermal. It may be worth noting that 1 ∼= T̂0 0, Î1,z

∼= T̂1 0

and Î2,z ∼= T̂1 0 are congruent to spherical basis operators of spherical
rank 0 and 1.
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Non-Adiabatic Shuttling to Zero Field

At high-field, the allowed transitions in Equation 3.28a–3.28b

|↓⟩ ⟨↑| = Î− (3.36)

can be linked to the ladder operators Î(1)− and Î(2)− . Giving the ther-Î(α)− Î(α)x − i Î(α)y for
α ∈ {1, 2} mal state in Equation 3.35 a coherence can be generated simply by

applying a π/2 spin rotation about any axis orthogonal to z, e.g.
Î(1)z → Î(1)x or Î(2)z → Î(2)x .

The zero-field coherence

|T0⟩ ⟨S0| =
Î(1)z

2ℏ
− Î(2)z

2ℏ
+

Î(1)− Î(2)+

ℏ2 −
Î(1)+ Î(2)−
ℏ2 (3.37)

at low field from Equation 3.29 can also be expressed in terms of
nuclear spin operators.16. Assuming the state from Equation 3.35

was shuttled non-adiabatically to zero field the inner product (see
Equation 3.20)

Tr
(
(|T0⟩ ⟨S0|)†ρ̂thermal

)
=

p1 − p2
4

(3.38)

of |T0⟩ ⟨S0| with ρ̂thermal can be calculated. It could even be enhanced
by flipping one of the spins, e.g. Î(2)z → − Î(2)z ,

ρ̂thermal →
1̂

4
+ p1

Î(1)z

2ℏ
− p2

Î(2)z

2ℏ
(3.39)

resulting in the inner product being (p1 + p2)/4. For an exemplary
spin system of I1 = 1H and I2 = 13C with γ1H ≈ 4γ13C this would
lead to a signal enhancement of

(p1 + p2)/4
(p1 − p2)/4

=
(γ1H + γ13C)

(γ1H − γ13C)
≈ 5

3
. (3.40)

16 Even if the combination of the last two operators ( Î(1)− Î(2)+ − Î(1)+ Î(2)− )/ℏ2 ∼= T̂1 0 is
also a spherical basis operator of spherical rank 1, it is inaccessible from the thermal
state via simple spin rotations. However, the full J-coupling term can access it.



3.4 initial state preparation 83

Adiabatic Shuttling to Zero Field

Alternatively, starting from the state of thermal polarization, it is
possible to perform an adiabatic transfer to zero-field. The resultant
density operator

ρadiabatic =
1̂

4
+

p1 + p2

8ℏ

(
Î(1)z + Î(2)z

)
− p1 + p2

8ℏ2 ( Î(1)− Î(2)+ + Î(1)+ Î(2)− + 4 Î(1)z Î(2)z )

(3.41)

commutes with the zero-field Hamiltonian. The third term cannot
be transformed into observable coherences through straightforward
spin rotations. However, the second term can be, simply by flipping
one of the spins, leading to the inner product being p1+p2

8ℏ2 . In com-
parison to non-adiabatic shuttling, the signal obtained through this
method is reduced by a factor of two, thus rendering non-adiabatic
shuttling the preferred polarization technique.





4
R E S O L U T I O N O P T I M I Z E D J S P E C T R O S C O P Y

Nuclear spins expose the information they gather from their direct,
local environment in two different ways: On the one hand, the co-
herent evolution of an ensemble spin state reveals the average (in
time and space) energy level structure of the nuclear spin states. On
the other hand, relaxation provides insight into the nature of the
non-coherent, random interactions.

While Chapter 5 and Chapter 6 will delve into the latter aspect,
this chapter is dedicated to the examination of the nuclear spin’s co-
herent environment across various field regimes. In the case of liquid
samples undergoing rapid molecular tumbling, at ZULF) conditions,
only the J-coupling, and the Zeeman term persist after averaging
over all rotational states. The origin of the J-coupling was discussed
in Chapter 3. Given that it represents a nuclear spin-spin coupling
mediated by electrons, it serves as a valuable tool for probing electron
properties using nuclear spin. The capacity to measure J-coupling
constants with exceptional precision endows the nuclear spin sen-
sor with sensitivity to even the slightest variations in this constant.
These variations could arise from solvent effects [90], temperature
fluctuations, isotope shifts, or even the search for dark matter [91].
However, as an initial step, this chapter primarily focuses on estab-
lishing the boundaries of a novel and unknown technique, without
specific application objectives at this stage.

In the context of the field regimes defined in Figure 3.2, zero-field
spectroscopy has been employed for numerous molecules, achieving
record precision in the measurement of J-coupling constants [83].
However, these accomplishments represent only a fraction of what
has been attained at high-field. Earth’s field NMR has also been
utilized for certain molecules to explore the ULF/very low field (VLF)
regime [92, 93]. Nevertheless, Earth’s field is not low enough to reach
ULF/VLF regime for spin systems with small coupling constants,
resulting in limited studies focused on the ULF/VLF regime below
Earth’s magnetic field [87, 94, 95].

85
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4.1 motivation for ultralow field spectroscopy

One factor that may have prevented ULF/VLF NMR spectroscopy
from reaching its full potential may be the historical unavailability of
cost-effective sensors. Because inductive detection at low field levels
is not feasible, only SQUIDs offered the necessary sensitivity for
detecting NMR signals in such conditions for many years. It is only
in recent times, thanks to advancements in OPM technology, that
these experiments have become more accessible to a wider audience.

Now, with suitable OPM solutions becoming increasingly available,
this section will explore the potential advantages of utilizing the
ULF/VLF regime for spectroscopy. It aims to investigate how various
spectrum properties, such as J-coupling response, amplitude, number of
resonances, line width, magnetic field uncertainty and complexity, vary
across different field regimes. Furthermore, it will delve into the field-
dependent sensitivity of a prospective sensor and address common
sources of noise.

F

F F

OH

2,2,2-trifluoroethanol

In this chapter, a liquid sample of 2,2,2-trifluoroethanol will serve
as an illustrative spin system. Due to the relatively similar gyromag-
netic ratios of fluorine and hydrogen nuclear spins

γ19 F

γ1 H
=

40.08 × 106 Hz/T
42.58 × 106 Hz/T

= 94.1 % , (4.1)

fluorine-hydrogen spin systems are not well-suited for zero-field
spectroscopy, making 2,2,2-trifluoroethanol a potential candidate
for spectroscopy in ULF/VLF. This compound represents an A3X2

spin system, disregarding the 1H nuclear spin of the – OH group,
which is a reasonable assumption due to frequent chemical exchange
rendering it effectively decoupled from the rest of the system. In
Figure 4.1, an overview of the NMR spectra simulated across all three
field regimes and the crossover regions is presented.

J-Coupling Response

Assuming a single resonance frequency νi, its dependence on the
J-coupling constant, i.e. the derivative

∂νi

∂J
(4.2)

can vary among different field regimes, which will be referred to
as the J-response in this context. For instance, the single zero-field
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Figure 4.1: Simulated NMR spectra of CF3CH2OH at different field regimes.
All spectra are simulated with the same initial thermal polariza-
tion with the hydrogen spins being flipped before acquisition to
enhance the ZULF spectra. The colors indicate the sign of the
J-response and the saturation indicates its magnitude.
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(|B| = 0 T) resonance at ν = J for an AX spin system, as discussed in
the previous chapter, would lead to a J-response of

∂

∂J
ν
(AX)
i

∣∣∣∣
|B|=0

=
∂J
∂J

= 1 (4.3)

and is twice as large

∂

∂J
ν
(AX)
i

∣∣∣∣
|B|≫0

=
∂

∂J

(
γA,X

2π
|B| ± J

2

)
= ±1

2
. (4.4)

as the value observed at high-field (|B| ≫ 0). When considering only
a single resonance and assuming that all other parameters, such as
SNR, linewidth, etc., remain constant and known, the uncertainty in
estimating the J-coupling is directly proportional to the J-response.
Focusing solely on the J-coupling response, zero-field spectroscopy
holds the promise of delivering the most accurate results.

The precise enhancement, however, depends on the spin system.
In the example provided in this chapter (2,2,2-trifluoroethanol), the
highest detectable zero-field resonance exhibits a response of 2.5, as
opposed to only 1.5 at high-field. This contrast is also illustrated
in Figure 4.1, where the color-coding and labels represent the J-
coupling response. The high J-coupling response remains consistent
even at moderate fields in the ULF and VLF regimes, which serves
as one of the motivations for spectroscopy. Figure 4.2a displays the
J-responses for the detectable resonances of 2,2,2-trifluoroethanol.
The largest responses are obtained at zero field. On the other hand,
more observable resonances are present at high fields.

Complexity

The ULF/VLF regime has the highest amount of allowed transitions,
which can also be seen Figure 4.1c. Assuming all other parametersIn this context,

limited by SNR
means, that the

uncertainty
σJ ∝ σnoise in
estimating J is

proportional to the
standard deviation of

the noise in the
spectrum σnoise (see

4.2).

remain unchanged, a greater number of transitions is expected to
yield a more precise estimation of the coupling constant as long as
the estimation is limited by SNR.

However, one mostly benefits from more resonances as long as
they are spectrally resolved. Many resonances that are separated by
less than their linewidth may actually increase the uncertainty. This
can be seen in Figure 4.1b and Figure 4.1d that represent the inter-
mediate regime between zero-field and ULF, or VLF and high-field
respectively. These regions are expected to perform worse compared
to the clearly resolvable spectra in the other three regimes.
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The substantial multitude of resonances implicates a challenge in
extracting J-coupling constants from spectra, particularly in the case
of complex molecules. One approach entails fitting the spectrum
to a theoretical model, which restricts the technique’s applicability
to smaller molecules. Conversely, at both zero and high magnetic
field strengths, the J-coupling constants can often be more easily
determined by measuring the splitting and resonance frequency.

More resonances are also only better if their appearance does not
come at the cost of a reduced resonance amplitude. In the case where
two resonances are the results of a single resonance being split (e.g.
by a small perturbation), the single resonance may perform better if
the estimation is limited by SNR.

Amplitude

Even if it is assumed that the initial thermal polarization is indepen-
dent of the detection field, the conversion of this thermal polarization
into detectable coherences is more effective at high fields, as dis-
cussed in the previous chapter (see Chapter 3). Moreover, transition
moments at high fields may also be greater (∝ γi) compared to zero
field (∝ γ1 − γ2). Figure 4.1 and Figure 4.2b illustrate how the ampli-
tudes of the resonances change with different magnetic fields. This is
particularly significant for the system under discussion, CF3CH2OH,
due to the very similar gyromagnetic ratios of 1H and 19F. The ampli-
tudes of the relevant resonances may change by more than an order
of magnitude. As long as the decrease in amplitude is compensated,
for example, by a narrower line or a larger J-response, there is a
chance that the ULF/VLF regime may be more sensitive to the J
coupling constants, provided that the estimation is limited by the
SNR.

Magnetic Field Uncertainty

It is generally assumed that the magnetic field is known, with the
only unknown variable being the J-coupling constant. However, this
assumption is often inaccurate, at least in terms of the required accu-
racy and precision for fitting the spectra. Consequently, the magnetic
field also becomes a freely adjustable parameter that must be consid-
ered, potentially influencing the uncertainty in the estimation of the
J-coupling.
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Figure 4.2: J-response, amplitude and their product as a function of the 1H-
Larmor frequency for CF3CH2OH. Each line represents a single
resonance while the colors represent the J-response. The two
resonances highlighted in Figure 4.1 are also highlighted here
(dark red and dark blue curve). Assuming all other parameters
being constant, the product (c) of the J-response a and amplitude
(b) is proportional to the inverse fit uncertainty (i.e. the higher
the better).
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However, it will be shown that in the specific case chosen for
this example, involving the molecule CF3CH2OH, there is mini-
mal dependence on the uncertainty of the magnetic field for J-
coupling uncertainty, thanks to the nearly identical gyromagnetic
ratios (γ19F/γ1H = 94 %). In contrast, for the molecule to be stud-
ied in the upcoming chapter (see Chapter 5), the uncertainty in the
magnetic field will play a more significant role.

Linewidth

The linewidth of a magnetic resonance may vary depending on the
applied magnetic field. This variation can occur due to inhomoge-
neous broadening effects resulting from gradients parallel to the
applied field or changes in the intrinsic relaxation rates. These factors
will be the primary focus of the next two chapters. In Chapter 5 LLCs
in the ZULF regime will be discussed, while Chapter 6 will investi-
gate field-dependent relaxation rates in the ZULF regime, primarily
caused by uncommonly slow molecular dynamics.

However, for the analysis in this chapter, the linewidth is assumed
to be independent of the magnetic field, a hypothesis that aligns
with experimental data except for some gradient-broadening effects
occurring at magnetic fields exceeding 1 kHz. Subsequent chapters
(see Chapter 5 and Chapter 6) will explore scenarios where the
linewidth exhibits field-dependent behavior.

Limitations of the Experimental Apparatus

In this chapter, it is assumed that the sensitivity of the spectrometer
does not depend on the magnetic field. However, this assumption is
not accurate for inductive detectors and is also not entirely valid for
OPMs. Particularly, at the time when the data presented here was In contrast, SQUIDs

may have a
bandwidth of a few
MHz.

recorded, the magnetometer did not perform optimally at frequen-
cies above 1 kHz, resulting in reduced sensitivity at higher fields.
Furthermore, due to technical noise, the low-frequency sensitivity
(less than 50 Hz) of the OPM described here is orders of magnitude
worse than in the optimal frequency range between 100 Hz to 300 Hz
(refer to Figure 2.7).

Another source of systematic uncertainty pertains to the stability of
the integrated oscillator employed within the microcontroller’s data
acquisition unit. Given its stability is merely 50 ppm, the detection
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of a J-coupling of 10 Hz is subject to an uncertainty of 0.5 mHz, a
magnitude considerably less than the experimentally obtained results
typically in the range of a few mHz.

SNR vs. Broadening Limited Estimations

In the analysis presented in this chapter, the assumption is made that
the estimation is constrained by the SNR. This assumption implies
that the uncertainty, denoted as σJ , in estimating the parameter J, is
directly proportional to the standard deviation of the noise within
the spectrum, denoted as σnoise. To satisfy this assumption, it is
necessary for the shape of the resonance to be well-known and is
herein presumed to be a perfect Lorentzian shape. This presupposes
that the resonance exhibits a pure exponential decay, devoid of any
line-broadening or Fourier artifacts. While the latter requirement
can be mitigated through more intricate data-processing techniques
(see Appendix F), the presence of line broadening, for instance, due
to magnetic field gradients, necessitates precise knowledge of the
gradient and sample diffusion.

In other words, particularly in high fields where these assumptions
are not guaranteed to hold, the estimation may be less accurate than
what is projected in this chapter’s analysis. A higher SNR does
not automatically result in a more precise estimate of parameter
J. In contrast, at ZULF/VLF, the gradient-induced broadening is
typically negligible when compared to the resonance linewidth, and
the spectra are almost invariably limited by the Signal-to-Noise Ratio
(SNR).

4.2 spectral fitting via least squares regression anal-
ysis

Given a function

f : Rn → Rm : x 7→ f(x) , (4.5)

with n ≤ m the method of least squares is an approach to find the
vector x that minimizes

min
x∈Rn

1
2

m

∑
i=1

| fi(x)|2 ≡ min
x∈Rn

c(x) (4.6)
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the cost function c(x) = 1
2 ∑m

i=1 | fi(x)|2. It is a standard approach in
regression analysis and is often used in physics to find a model’s
parameters that fit best to a set of data.

Least Squares for Spectral Fitting

In NMR, a sampled spectrum s at frequencies f = ( f1, . . . , fm)⊺ can
be often be approximated

s(x) =
n

∑
i=1

L(f, ai(x), νi(x), Γi(x)) (4.7)

as the sum of Lorentzian functions

L( f , a, ν, Γ) =
aΓ

Γ2 + 4π2( f − ν)2 (4.8)

with amplitudes ai, center frequencies νi and decay rates Γi. The
vector x = (Ji, σi, |B| , . . . )⊺ represents the unknown parameters of
the model, i.e. the coupling constants Ji, chemical shifts σi or magnetic
field |B|.

Given a measured spectrum y = (y1, . . . , ym) the function f (x) in
Equation 4.5 can be defined as

f(x) = s(x)− y . (4.9)

Several algorithms try to find the global minimum of Equation 4.6,
with the Gauss

1–Newton
2 [96] and the gradient decent algorithm [97]

(developed by Cauchy
3) being the most popular ones. Here, the

Levenberg–Marquardt algorithm is used, which can be seen as
an interpolation between the previous two, by benefiting from the
efficiency of the Gauss-Newton algorithm (GNA) and the robustness
of the gradient descent algorithm.

1 Carl Friedrich Gauss (1777–1855) was a German mathematician and physicist
who made significant contributions to a wide range of mathematical disciplines,
including number theory, geometry, and celestial mechanics, and is often referred
to as the "Prince of Mathematicians."

2 Isaac Newton (1643–1727) was a renowned English mathematician, physicist, and
astronomer, recognized for formulating the laws of motion, universal gravitation,
and his groundbreaking work in calculus.

3 Augustin-Louis Cauchy (1789–1857) was a prominent French mathematician known
for his foundational contributions to analysis, complex function theory, and mathe-
matical rigor.
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Covariance Matrix Estimation

At the global minimum x0 the covariance matrix [98]

K̂ = σ2
(
∇2c

∣∣
x0

)−1
(4.10)

estimates the variance (Kii) and co-variances (Kij) of the parameters
xi and xj via the Hessian

4 matrix ∇2c. Here σ2 describes the variance
of the (assumed) normal distribution of the residuals fi(x0). If σ2 is
not known it may be estimated

σ2 ≈ 1
m − n

m

∑
i=1

| fi(x0)|2 . (4.11)

and describes the noise in the system. For the analysis described here,
it is assumed to be field-independent and will therefore be ignored in
this chapter. However, in reality, the magnetometer’s sensitivity is not
perfectly flat and the residuals will not follow a normal distribution
and also may be field-dependent.

The Hessian matrix

∇2c(x0)
def
=


∂2c
∂x2

1
. . . ∂2c

∂x1∂xn

...
. . .

...
∂2c

∂xn∂x1
. . . ∂2c

∂xn∂xn

 GNA≈ J(x0)
⊺ · J(x0) (4.12)

is often approximated using the function’s Jacobian
5

J =


∂ f1
∂x1

. . . ∂ f1
∂xn

...
. . .

...
∂ fm
∂x1

. . . ∂ fm
∂xn

 . (4.13)

May ind(J) be the index of the J-coupling parameter in the vector
x. The value

u =
1√

((J(x0)⊺ · J(x0))−1)ind(J),ind(J)

∝
1
σJ

(4.14)

is inversely proportional to the uncertainty of the J-coupling constant,
and will be referred to as the J-score in this thesis.

4 Ludwig Otto Hesse (1811–1874) was a German mathematician known for his contri-
butions to algebraic geometry and his work on invariant theory.

5 Carl Gustav Jacob Jacobi (1804–1851) was a significant German mathematician
celebrated for his groundbreaking work in elliptic functions, number theory, and
mathematical physics.
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Example: Single Resonance

To get some intuition about the scaling of the uncertainties, only a
single Lorentzian resonance is considered. It is also assumed that
the model’s only unknown parameter is a single J-coupling constant
(i.e. x = (J)⊺ and ind(J) = 1). In this case, the model spectrum is Here, where x has

only one element it is
simply equal to 1.

given by

s : R → Rm : J 7→ s(J) = L(f, a, ν(J), Γ) . (4.15)

The estimated standard deviation of J

√
σJ =

√
K̂ind(J),ind(J) ∝

√
((J(x0)⊺ · J(x0))−1)ind(J),ind(J) (4.16)

may be estimated using the model’s Jacobian

J =
df
∂J

=
∂s
∂J

=
∂

∂J
L(f, a, ν(J), Γ)

=
∂ν

∂J
∂

∂ν
L(f, a, ν(J), Γ)

(4.17)

with the above definition of the J-response and the derivative of the
Lorentzian

∂

∂ν
L( f , a, ν, Γ) =

−16π2aΓ( f − ν)

(Γ2 + 4π2( f − ν)2)2 . (4.18)

The standard deviation of J

√
σJ ∝

(
m

∑
i=1

(
∂ν

∂J

)2 ( ∂

∂ν
L( fi, a, ν, Γ)

)2
)− 1

2

=
∂ν

∂J

(
m

∑
i=1

(
∂

∂ν
L( fi, a, ν, Γ)

)2
)− 1

2

(4.19)

can be explicitly calculated. For small sample spacing ∆ f = fi+1 − fi
the sum

m

∑
i=1

(
∂

∂ν
L( fi, a, ν, Γ)

)2

≈ ∆ f
∫ ∞

−∞

(
∂

∂ν
L( fi, a, ν, Γ)

)2

= ∆ f
2π2a2

Γ3

(4.20)
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may be replaced by an integral. In this case, the uncertainty of J is
given by

√
σJ ∝

(
∂ν

∂J

)−1 Γ3/2

a
. (4.21)

As can be seen, for a single resonance the uncertainty

√
σJ ∝

(
∂ν

∂J

)−1

(4.22)

scales linearly with the inverse J-response and the amplitude

√
σJ ∝

1
a

. (4.23)

The decay rate Γ which is proportional to the linewidth scales the
uncertainty

√
σJ ∝ Γ

3
2 (4.24)

with the power of 3/2.

Example: Double Resonance

As discussed in Figure 4.1, one would intuitively assume that the
estimation for J is lower for resonances that are separated by a
spectral distance similar to their linewidth. Figure 4.3 investigates
the J-score for a pair of identical resonances as a function of their
spectral separation. Indeed, it shows that there is a minimum in the
J-score when the spectral separation is similar to the linewidth.

In contrast, for perfectly overlapping resonances (i.e. zero separa-
tion), the scenario is identical to a single resonance with twice the
amplitude. Since the J-score scales linearly with the amplitude, the
combined J-score is larger by a factor of 2. For infinitely separated
resonances, the J-score increases by a factor of

√
2 compared to a

single resonance.

Example: Whole Spectrum

The same can be done for the whole spectrum that is given by a
finite sum of Lorentzians. In this context, here the J-score (see Equa-
tion 4.14) provides a measure of how well the J-coupling constant can
be estimated for a given spectrum and a set of unknown parameters
x = (J x2 . . . xn)⊺ Figure 4.4 shows the normalized J-score for the
molecule CF3CH2OH.
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Figure 4.3: Normalized (to a single resonance) J-score function for a pair of
identical resonances as a function of the center peak separation.
For a perfect overlap, the J-score is twice as large whereas it is
only bigger by a factor of

√
2 for the case of infinite separation.

In between there is a minimum when the separation is similar
to the linewidth.

4.3 experimental results

The spectra presented in this chapter were obtained using the OPM
system described in Chapter 2. The samples were externally polar-
ized using a 1 T to 2 T Halbach

6 magnet (as detailed in Section E.3)
and then hydraulically shuttled to a zero-field condition. Approxi-
mately 32 scans were recorded for each field point. In contrast to the
simulations, the 1H spins were not inverted before the acquisition
process.

Figure 4.5 presents example spectra obtained at three distinct field
points. The black curve represents the measured spectrum, with the
grey line depicting the best fit. Vertical blue lines indicate the center
frequency of the fitted resonances, while the width represents the
fitting uncertainty. As anticipated by the simulations, the region span-
ning a few hundred hertz (as seen in Figure 4.5b) appears to be the
most promising due to the presence of numerous non-overlapping

6 Klaus Halbach (1925–2000) was a German–American physicist known for his pio-
neering work in magnetic field engineering and the development of the "Halbach
array," a unique arrangement of magnets with applications in various scientific and
engineering fields.
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Figure 4.4: Field dependent J-score as a function of the 1H Larmor fre-
quency for CF3CH2OH with an assumed linewidth of 100 mHz.
There is almost no difference between the dark blue (x = (J)⊺)
and light blue (x = (J B0)

⊺) due to the similar gyromagnetic
ratios. In other words, knowing the magnetic field with perfect
accuracy and precision does not improve the uncertainty in
the J-estimation. Without gradient broadening (and assuming
constant sensitivity, polarization, and perfect Lorentzian line
shapes), as long as the estimation is limited by the SNR, the
lowest uncertainty is at high field. However, this optimum shifts
to lower fields as soon as gradient broadening is considered.
Here, the grey curve simulates a field inhomogeneity of 1 ppm.
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Figure 4.5: Experimentally recorded spectra of 2,2,2-trifluoroethanol, exter-
nally polarized at 1 T to 2 T and hydraulically shuttled to the
ZULF regime. The black curve represents the Fourier trans-
formed, experimentally acquired time-domain data. The grey
line represents the best-fitted spectrum. Blue vertical lines rep-
resent fitted resonances with the linewidth indicating their fit-
variance. As expected from the previous theoretical discussion,
the best results are expected from the transitions of the ULF to
the VLF regime (b). At the transition to high-field (c) the spec-
tral overlap of resonances drastically worsens the fit results. The
same is true for lower fields (a) but due to the small transition
moments.
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Figure 4.6: Results of the J-coupling estimation for different 1H Larmor

frequencies. The lowest uncertainties can be found in the transi-
tion from the ULF to the VLF regime (150 Hz to 700 Hz). Above
700 Hz the spectral overlap during the transition to high fields
leads to drastically increased fit uncertainties. In contrast, at
lower fields, the small transition moment of the resonance with
high J-response also leads to large uncertainties. In addition to
the individual fits, all spectra can also be fitted simultaneously in
one single least-squares optimization loop. The result is shown
in the form of a blue vertical line with the width indicating the
uncertainty. The result is estimated to be JHF = 8.957(3)Hz.

resonances with substantial amplitudes. In contrast, the lowest mag-
netic field (Figure 4.5a) features well-separated resonances at the
spectrum’s edge; however, as predicted, their low amplitude results
in poor SNR, translating to high fit uncertainties. At high magnetic
fields (Figure 4.5c), the resonances become broader and overlap, con-
tributing to increased uncertainty. Additionally, the sensitivity of the
OPM is inferior in comparison to the optimal region.

The spectra are fitted using the DFTtools Python package (see
Appendix F with Figure 4.6 showing the fit results. As predicted
by the J-score discussion in the previous section, the lowest uncer-
tainties can be found in the VLF regime, which benefits from higher
resonance amplitudes but still features high J-responses. As soon as
the resonances start to overlap during the transition to the high-field
regime, the uncertainties drastically increase. At low fields, the uncer-
tainties are huge due to the low transition amplitudes of the relevant
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Figure 4.7: Which magnetic field gives the spectra with the lowest uncer-
tainty for J-estimations? It depends. However, ZULF NMR may
be the best option for systems that feature narrower lines at low
fields. If, in addition, the zero-field resonance has a low transi-
tion moment, the optimal choice might be ULF/VLF NMR.

transitions due to the unfavorable similarity of gyromagnetic rations
of 19F and 1H.

In addition to individual fits for each magnetic field, all spectra
can also be fitted simultaneously using the DFTtools package. Fig-
ure 4.6 shows the result of that fit, estimating the J-coupling constant
JHF = 8.957(3)Hz with an estimated fit-uncertainty of only 3 mHz.
However, further experiments have to verify the accuracy of that fit
and uncertainty estimation. As can be seen from the figure, there is a
huge variation, with some data being separated from the global fit by
several sigma. However, the experimental data confirms the results
of the theoretical analysis at the beginning of this chapter defining
possible scenarios for ULF/VLF spectroscopy as an addition to their
zero- and high-field counterparts.

One argument for measuring spectra at different fields rather
than a single one is the fact that this allows reducing the effect of
technical noise peaks, which are very common in the ELF, SLF, ULF
part of the magnetic noise spectrum. Due to the huge number of
resonances, it can barely be avoided to have at least one resonance
near a technical noise peak, which increases the uncertainty of the
fit. However, by measuring at different fields this overlap will most
likely affect different resonances every time, increasing the chance of
having good estimates for every resonance at least one field.

4.4 summary

What is the best field to obtain the most accurate estimates for the
J-coupling constant? Unsurprisingly, the answer is ”it depends´´. An
attempt to address this question is outlined in Figure 4.7. For zero-
field, ULF, and VLF, the spectra rapidly become very complex as
soon as the number of involved spins increases. For this reason, the
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technique described here and zero-field NMR only work well with
reasonably small molecules. If large molecules are involved, high-
field NMR is most likely the best technique for estimating J-coupling
constants.

The superiority of high-field can be observed by examining how the
uncertainty or the J-score scales with different parameters. High-field
offers higher transition moments, leading to higher peak amplitudes
that scale linearly with the J-score. Additionally, the number of reso-
nances is lower due to many resonances perfectly overlapping. As
seen from the previous discussion, n identical, perfectly overlapping
resonances scale the J-score by n due to the n times increased am-
plitude. In contrast, n perfectly separated resonances only scale the
J-score with only

√
n.

These are two compelling arguments in favor of high-field NMR
spectroscopy, arguments that typically cannot be compensated solely
by the higher J-response. The primary advantage of lower magnetic
fields may be the narrower line widths Γ that scale the J-score by
Γ−3/2. If the line width remains more or less the same, high-field
may be the best field to perform precise J-spectroscopy.

However, for systems exhibiting narrower resonance lines at zero
ultralow field (ZULF), either due to long-lived coherence (as dis-
cussed in Chapter 5), effects originating from molecular dynamics (as
detailed in Chapter 6), or simply due to inhomogeneous broadening,
both zero-field and very low-field (ULF) and very low-field (VLF)
NMR may offer superior means of estimating the J-coupling constant.
This is particularly true for spin systems with an extremely low tran-
sition moment at zero-field, such as the 1H-19F systems used as an
example in this chapter. In such cases, ULF/VLF NMR techniques
may indeed prove to be the most effective approach.
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NMRD is a technique used to investigate field-dependent
relaxation rates in NMR. The line widths of the NMR
resonances discussed in this thesis so far have mostly not
shown any field dependence beyond potential gradient
broadening. This can be partially explained by exclusively
operating within the extreme narrowing limit ωτc ≪ 1.
For coupled spins, operating exclusively in either the
weak or strong coupling regime or having many relax-
ation pathways may also prevent the detection of potential
field-dependent coherence times (see Chapter 4).

In the next two chapters, spin systems will be studied
at ultralow fields that do not satisfy the above criteria
and, therefore, may exhibit field-dependent relaxation
rates. While in Chapter 5, the field dependence arises
due to long-lived coherences appearing in the strong-
coupling regime, the systems in Chapter 6 deviate from
the requirements of the extreme narrowing regime by
featuring extremely slow molecular surface dynamics.

These chapters follow closely the two publications Boden-
stedt et al. [27] and Chuchkova et al. [99].





5
L O N G - L I V E D C O H E R E N C E S

In the previous chapter, the resonance linewidth was assumed to
be constant which aligned well with the experimental data and
simplified the numerical simulations and data analysis. However, this
is not a good assumption for all scenarios. Magnetic field gradients
can broaden resonance lines, increasing the line width at higher
fields. Spectral overlap, i.e. resonances being too close to be resolved,
appear to broaden resonances as well.

Furthermore, it is important to note that the natural linewidth
of various resonances can vary and may exhibit a strong depen-
dence on the magnetic field. This field-dependent behavior may stem
from alterations in the system’s eigenbasis leading to coherences
and populations, which are more or less susceptible to relaxation
mechanisms. Alternatively, the field dependence may arise from prob-
ing distinct spectral regions within the correlation function. While
the latter subject will be extensively examined in the forthcoming
chapter (see Chapter 6), this chapter exclusively concentrates on
the field-dependent relaxation rates resulting from changes in the
system’s eigenbasis and their impact on the precision of J-coupling
estimations. H

13C

O

OH

formic acid-13C
To this end, the theory will first be discussed theoretically using

a simple AX spin system, e.g. Formic Acid-13C. Subsequently, this
insight will be extended to an A3X spin system and compared against
experimental data concerning 13C-Methanol.

5.1 quantum master equations

The (Liouville)-von Neumann equation

dρ̂

dt
= − i

ℏ
[
Ĥ, ρ̂

]
(5.1)

describes how the density operator ρ̂ of a quantum mechanical sys-
tem evolves in time under the coherent evolution of a Hamiltonian.
In many scenarios, it provides a good description of quantum me-
chanical systems if the Hamiltonian is deterministic and the system
is not coupled to the environment.

105
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However, in reality, these assumptions are often not fulfilled: In
solution, molecules experience rapid molecular motion and tumbling
which leads to orientation-dependent interactions to be modulated
in time. Whereas this often does not affect energy levels on average
and therefore the resonance frequencies, it can lead to relaxation.

Systems that are coupled to the environment can be described by
quantum master equations1. One form of a quantum master equation
is the Lindbladian [100]

dρ̂

dt
= − i

ℏ
[Ĥ, ρ̂] +

N2

∑
n,m=1

hnm

(
ÂnρÂ†

m − 1
2

{
Â†

m Ân, ρ̂
})

(5.2)

with the density operator ρ̂, the Hamiltonian Ĥ, an arbitrary or-
thonormal basis of Hilbert-Schmidt

2 operators An and the coeffi-
cient matrix hij. This master equation is both trace-conserving and{Â, B̂} = ÂB̂ + B̂Â

is the
anticommutator.

completely positive which ensures a reasonable meaning of the phys-
ical interpretation of the density operator. The Lindbladian is often
used to describe phenomenological processes.

However, sometimes it is desired to derive the master equation
from a more fundamental physics perspective to relate relaxation
processes to its microscopic origin in combination with noise-power
spectral densities. For this reason, in NMR, a different approach is
often used based on the Redfield equation [101]

dρ̂

dt
= − i

ℏ
[Ĥ, ρ̂]−

∫ t

0
Ĥ1(t), [e−iĤτ Ĥ1(t − τ)eiĤτ, ρ̂ − ρ̂0]dτ

= − i
ℏ
[
Ĥ, ρ̂(t)

]
− ˆ̂Γ(ρ̂ − ρ̂0)

(5.3)

with Ĥ1(t) describing a stochastic Hamiltonian and · the ensemble· is actually an
ensemble average of

an ensemble.
average3. ˆ̂Γ is called the relaxation superoperator.

Some approximations went into deriving the Redfield equation.
One of them requires that the correlation times τ are much shorter

1 It is called a master equation in analogy to a classical master equation that describes
the time evolution of a system, that is always in a probabilistic combination of states
with a transition matrix defining the transition rates between these states. Compare
also to Equation 1.6.

2 Erhard Schmidt (1876–1959) was a German mathematician known for his pioneer-
ing work in the field of functional analysis, including the development of the
Schmidt decomposition and his contributions to the theory of integral equations
and orthogonal polynomials.

3 Note that in NMR the equilibrium density operator ρ̂0 is introduced ad hoc. This
is done purely phenomenologically and is not a result of the derivation of the
Redfield equation.
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compared to the relaxation times4 T2. This so-called Markovian
5

approximation6 is usually fulfilled for NMR but often not fulfilled
for EPR experiments [101, 102].

By defining a spherical basis {T̂(µ)
l,m } for the Hilbert space, the

stochastic Hamiltonian

Ĥ1 = ∑
µ,l,m

(−1)m A(µ)
l,−mT̂(µ)

l,m (5.4)

can be expressed in this alternative basis, where A(µ)
l,−m describe

the components of Ĥ1 with respect to the spherical basis operator
T̂(µ)

l,m . It can be shown [101] that the relaxation superoperator ˆ̂Γ from
Equation 5.3 can be transformed into a form

ˆ̂Γ(·) = ∑
µ,µ′

l,l′
m,m′

(−1)m+m′
∫ t

0

[
T̂(µ)

l,m ,
[

e−iĤτ
(

T̂(µ′)
l′,m′

)†
eiĤτ, ·

]]
Cµ,µ′

l,l′,−m,−m′dτ

(5.5)

where the time-correlation functions

Cµ,µ′

l,l′,m,m′ = Aµ
l,m

(
A(µ′)

l′,m′

)∗
(t − τ) (5.6)

were introduced.
The eigenbasis {V̂n} of the commutator [Ĥ, ·], i.e. [Ĥ, V̂n] = ωnV̂n

is another basis of the Hilbert space. The spherical basis operators
can be expanded

T̂(µ)
l,m = ∑

n
v(µ)l,m,nV̂n

def
= ∑

m=(n,l,m)

V̂(µ)
m (5.7)

in the new basis.

4 This circular reasoning might cause some problems if there is no prior knowledge
about the system since the relaxation time must be known (at least the order of
magnitude) to be able to evaluate if the Redfield approach can be used to calculate
it.

5 Andrey Markov (1856–1922) was a Russian mathematician known for his pioneering
work in probability theory and stochastic processes, particularly his development of
the concept of Markov chains, which have applications in various fields including
physics, computer science, and economics.

6 Also known as the Redfield limit, weak collision limit, or short-memory batch. It
means that the random fluctuations happen on a much shorter time scale than the
relaxation itself.
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With these definitions, it can be shown [101] that Equation 5.5 can
be transformed into a form

ˆ̂Γ(·) = 1
2 ∑

µ,µ′ l,m,n
Jµ,µ′

l,l,−m,−m(ωn)

[
T̂(µ)

l,m ,
[(

V̂(µ′)
n

)†
, ·
]]

(5.8)

containing spectral-density functions

Jµ,µ′

l,l,m,m′(ω) = 2
∫ ∞

0
Cµ,µ′

l,l′,m,m′(τ)eiωτ . (5.9)

Information about the molecular dynamics of a spin system is
encoded in these spectral-density functions. Modifying the system
Hamiltonian Ĥ, changes the eigenbasis {V̂n} as well as the eigen-
values ωn. This allows probing the spectral density function by mod-
ifying the system’s Hamiltonian, e.g. by changing the externally
applied magnetic field. In practice, the explicit form of the relaxation
superoperator ˆ̂Γ depends on the spin systems and their microscopic
dynamics. In Section 5.4 an explicit expression will be given for
dipolar relaxation in the extreme narrowing limit.

5.2 liouville bracket

If dimH is the dimension of a system’s Hilbert space, the matrix
of a superoperator (e.g. ˆ̂Γ) has dim4

H elements. This scaling quickly
becomes analytically unmanageable as soon as the number of mag-
netically active nuclei is increased. However, often this matrix is
sparse, leading to only a small fraction of the matrix elements being
non-zero.

Assuming {Âi} being an orthonormal operator basis of the Liou-
ville space, a single matrix element of a superoperator ˆ̂B in this basis
can be calculated using a so called Liouville bracket

ˆ̂Bij = ⟨Âi| ˆ̂B|Âj⟩L , (5.10)

where ⟨Â|B̂⟩L = Tr Â†B̂ is the Frobenius/Hilbert-Schmidt inner
product (see Equation A.21). Assuming {|i⟩} is an orthonormal basis
of the Hilbert space, {|ij⟩L = |i⟩ ⟨j|} is often a suitable basis for the
Liouville space.

In this basis, the density operator has the form

ρ̂(t) = ∑
ij

aij(t) |i⟩ ⟨j| = ∑
ij

aij(t) |ij⟩L . (5.11)
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If all cross-correlated terms are zero, i.e. the ˆ̂Γ is diagonal ( ˆ̂Γi ̸=j = 0)
if expressed in this basis, the Liouville bracket

⟨ii| ˆ̂Γ |ii⟩L ≡ 1/T1 (5.12)

describes the T1 relaxation rate of the population of state |i⟩, in other
words the term

aii(t) = aii(0)
(

1 − e−t/T1
)
+ aii(∞) (5.13)

will exponentially decay withe rate 1/T1 towards its equilibrium
value aii(∞).

Analogously, terms of the form aij(t) |i⟩ ⟨j| describe coherences.
The corresponding Liouville bracket

⟨ij| ˆ̂Γ |ij⟩L ≡ 1/T2 (5.14)

describes T2 relaxation and the term

aij(t) = aij(0)
(

1 − e−t/T2
)
+ aij(∞) (5.15)

will decay exponentially towards its equilibrium value.
However, this is only true if the superoperator ˆ̂Γ is diagonal in

this basis. Applying the secular approximation, which is discussed
in the next section, is often a huge step towards this goal, bringing
the relaxation operator at least in a block-diagonal form. From there,
the density matrix equation (see Equation 5.3) can be interpreted as
a system of linear differential equations (LDEs)7.

For solving this equation, the matrix of the superoperator can be
diagonalized. Completely analogous to the OPM simulations/cal-
culations discussed in Chapter 1 and Appendix C, the imaginary
part of the eigenvalues can be interpreted as the resonance frequency
whereas the real part describes relaxation.

5.3 secular approximation

Similar to other secular approximations, when applied to the re-
laxation superoperator, it allows for the neglect of certain matrix

7 Because the equation described here is completely linear in ρ̂ makes solving this
system of LDEs a much easier task compared to the OPM DME (see Equation 1.7),
if the challenges of the potential enormous dimension is ignored.
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Redfield Kite

secular

approximation

at high fields

Figure 5.1: Sketch of the effect of the secular approximation to the relaxation
superoperator at high field (inspired by [101, 102]). Neglecting
secular terms leads to the characteristic block-diagonal shape
which inspired the nickname Redfield kite. The terms are ordered
by populations (POP), zero-quantum coherences (ZQC), single-
quantum coherences (SQC) and double-quantum coherences
(DQC).

elements that do not affect the outcome of the simulation or calcula-
tion on long time scales. A derivation and justification can be found
in Section A.9.

The eigenstates |i⟩ of the coherent Hamiltonian Ĥ, i.e., Ĥ |i⟩ =
Ei |i⟩ with eigenenergies Ei, form a basis of the system’s Hilbert

space. These states can be used to construct a basis |i⟩ ⟨j| def
= |ij⟩ L of

the corresponding Liouville space by forming all possible products
between these basis states |i⟩ and the corresponding dual basis ⟨j|.
Each of these basis operators, |i⟩ ⟨j| = |ij⟩L, can be assigned an oscil-
lating frequency ωij = (Ej − Ei)/ℏ, where ℏ represents the reduced
Planck constant. According to the criteria of the secular approxima-
tion (see Section A.9), a matrix element ˆ̂Γij can be neglected if the
condition

| ˆ̂Γij| ≪ |ωi − ωj| (5.16)

is met.
At high field, this approximation may apply to many elements

due to the broad spread of resonance frequencies due to different
gyromagnetic ratios, chemical shift differences, and resonance split
to due to the J-coupling constant. For example, even in 40 MHz
(1 T) NMR spectrometer the resonance of 1H and 13C are separated
by 30 MHz which is several orders of magnitude above typically
expected relaxation rate. Cross-relaxation terms between these two
types of resonances are damped and can be neglected.

The typical block-diagonal form of the relaxation superoperator
(see Figure 5.1), which is a consequence of the application of secu-
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secular

approximation

at ultra-low fields

2𝝅J -2𝝅J≈ 0POP2𝝅J -2𝝅J≈ 0POP

Figure 5.2: Sketch of the effect of secular approximations for an AX spin sys-
tem close to zero-field. Applying the secular approximation will
lead to fewer terms being neglected compared to the high-field
scenario due to many oscillation frequencies being of similar
value (≈ 0). Terms labeled with POP represent populations.

lar approximations results in the matrix being given the nickname
Redfield kite, due to large block at the top left describing populations For populations it is

ωi = 0 ⇒ ∆ω = 0
and therefore the
criteria of the secular
approximation are
never fulfilled

and the diagonal terms describing well-separated, non-degenerate
resonances.

The secular approximation may also be applied at ZULF conditions.
However, due to the much lower resonance frequencies, the reduced
absolute difference in Larmor frequencies of different spin species,
and the insignificance of chemical shifts, the chance of the distance
of oscillations frequencies of operators being comparable to the
relaxation term is significantly increased. Relaxation superoperators
may therefore contain more relevant terms (see Figure 5.2), allowing
more relaxation pathways and may be more difficult to analyze.
This is true zero-field, but even more at ULF/VLF, especially for
molecules with numerous magnetically active, coupled spins.

Nevertheless, as the molecules discussed in this chapter are all
sufficiently small and possess reasonably high J-couplings, the res-
onances become well-separated for most parameters, allowing for
the application of the secular approximation. In combination with
the nature of dipolar relaxation, which stands as one of the domi-
nant relaxation mechanisms for liquid samples (as discussed in the
next section), this results in nearly diagonal matrices. These matri-
ces facilitate the extraction of relaxation rates using the Liouville

bracket. However, for more complex molecules in future studies,
such a luxury may not be provided. Given the unfavorable scaling
of the superoperator space’s dimension, brute-force diagonalization
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might prove prohibitively expensive, necessitating the development
of new approaches.

5.4 dipolar relaxation

Dipolar relaxation is one of the most effective relaxation mechanisms
for liquid samples with more than one magnetically active nucleus.
If two or more nuclear spins Îj and Îj are present within the same
molecule, their two magnetic dipoles interact with each other

Ĥdipole = −γ1γ2ℏ2∣∣rjk
∣∣3 µ0

4π

 3∣∣∣r(jk)

∣∣∣2 (Îj · r(jk))(Îk · rjk)− Îj · Îk

 (5.17)

depending on their relative orientation in space rjk. For molecules
within a liquid solution, the relative orientation is modulated by
Brownian motion. For small molecules, the incoherent variation of
the dipolar interaction is the main contributor to relaxation at room
temperature.

The spectral density function J(ω) introduced above contains the
statistical information about this random Brownian motion and
depends on the frequencies ω and the correlation times τc. If ωτc ≪ 1
the spectral density function can be assumed to be constant J(ω) =

J(0). This situation is called the extreme narrowing or fast motion limit.
It is usually valid in the ZULF regime unless systems with extremely
slow dynamics (see Chapter 6) are investigated.

If this assumption is valid, the relaxation superoperator for dipolar
coupling of two spins has the simple form of [38]

ˆ̂ΓDD(·) = −6
5

b2
jkτc

2

∑
q=−2

(−1)q[T̂ jk
2,−q, [T̂ jk

2,q, ·]] (5.18)

with

bjk = − µ0

4π

γjγkℏ∣∣rjk
∣∣3 (5.19)
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depending only on the (assumed to be constant) distance
∣∣rjk
∣∣ of the

two spins. The spherical operators are defined as

T̂(jk)
2,−2 =

Î(j)
− Î(k)−
2ℏ2 (5.20a)

T̂(jk)
2,−1 =

Î(j)
− Î(k)z + Î(j)

z Î(k)−
2ℏ2 (5.20b)

T̂(jk)
2,±0 =

4 Î(j)
z Î(k)z − Î(j)

− Î(k)+ − Î(j)
+ Î(k)−

2ℏ2
√

6
(5.20c)

T̂(jk)
2,+1 = −

Î(j)
+ Î(k)z + Î(j)

z Î(k)+

2ℏ2 (5.20d)

T̂(jk)
2,+2 =

Î(j)
+ Î(k)+

2ℏ2 . (5.20e)

The more general form

ˆ̂ΓDD(·) = −6
5

τc ∑
i ̸=j

bjk ∑
m ̸=n

bmn

2

∑
q=−2

(−1)q[T̂ jk
2,−q, [T̂mn

2,q , ·]] (5.21)

can be used to describe spin systems with more than two spins.
Terms with i, j = m, n lead to auto-correlated relaxation whereas terms
with i, j ̸= m, n lead to cross-correlated relaxation8.

5.5 ax spin systems — e .g . formic acid-13c

In contrast to high field, even a heteronuclear spin system of the
form AX can have long-lived coherences. In this section, the basic
theoretical description is discussed for 13C-formic acid. Since only
two spins are involved, the relaxation superoperator has the simple
form

ˆ̂ΓDD(·) = −6
5

τcb2
HC

2

∑
q=−2

(−1)q[T̂(HC)
2,−q , [T̂(HC)

2,q , ·]] . (5.22)

The correlation time is assumed to be τc ≈ 10 × 10−12 s and the
coupling constant bHC ≈ −147 × 103 s−1 depends on the distant
|rHC| ≈ 109 × 10−12 m and the gyromagnetic ratios γH ≈ 42.6 ×
106 Hz/T and γC ≈ 10.7 × 106 Hz/T.

8 Note to be confused with auto- and cross-relaxation that describe diagonal and
off-diagonal terms in the relaxation superoperator if expressed as a matrix in the
eigenbasis of [Ĥ, ·].
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Figure 5.3: Simulated zero-field (a) and high-field (b) spectrum of an AX
spin system such as formic acid-13C. As in the previous chapter,
the colors indicate the sign of the J-response and the saturation
indicates its magnitude.
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The Hilbert space for two 1/2-spins has the dimension 4 = 2 × 2.
The corresponding Liouville space (i.e. the space of operators on
the Hilbert space) has therefore 16 = 4 × 4 dimensions. At zero
field, the singlet-triplet states (see Equation 3.26b) are eigenstates
of the zero-field Hamiltonian. If the signal is detected along the
quantization axis (here z), the detectable signal (see Figure 5.3a) is
proportional to matrix elements

|Âzf⟩L = |T0⟩ ⟨S0| . (5.23)

The corresponding Liouville bracket

ˆ̂Γzf = ⟨Âzf| ˆ̂ΓDD|Âzf⟩L = −1
2

τcb2
HC (5.24)

for this transition can be calculated.
In contrast, the Zeeman states form the eigenstates at high-field.

The four detectable coherences (see Figure 5.3b) are of the form (see
Equation 3.28a–3.28b)

|ÂHF⟩L =



|↓↓⟩ ⟨↑↓|

|↓↑⟩ ⟨↑↑|

|↓↓⟩ ⟨↓↑|

|↑↓⟩ ⟨↑↑|

. (5.25)

The corresponding Liouville

ˆ̂ΓHF = ⟨ÂHF| ˆ̂ΓDD|ÂHF⟩L = −17
20

τcb2
HC (5.26)

for this transition can be calculated. In other words, the relaxation
rate at zero field is lower by a factor of 1.7 compared to high-field.
The detectable signal at zero field lives significantly longer than at
high field if the correlation time is assumed to be field-independent
(extreme narrowing limit). Such a coherence can be called long-lived
coherence.

In Figure 5.4a the value of the Liouville bracket for every res-
onance is plotted as a function of the applied magnetic field. In
addition, the same analysis as in Chapter 4 is performed, showing
the J-response in part Figure 5.4b, the amplitude in Figure 5.4c and
finally the J-score in Figure 5.4d that now takes the linewidth into
account. Surprisingly, both the J-response and the linewidth worsen



116 long-lived coherences

10−1 101 103 105

Larmor frequency (Hz)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

(a
m

p
l ×

 d
ν

/d
J)
 /
 lw

 (
a

rb
. 

u
n

its
)

0.00

0.25

0.50

0.75

1.00

a
m

p
lit

u
d

e
 (

a
rb

. 
u

n
its

)

a

b

J-score

1H

13C

0.0

0.5

1.0

|L
io

u
vi

lle
 b

ra
ck

e
t|
/

 (
s/

s)
(

)
τ
b c
H2
C

−1.0

−0.5

0.0

0.5

1.0

d
ν

/d
J 

(H
z/

H
z)

c

d

a
d

b c×
=

1H

13C

3/2

Figure 5.4: Simulated Liouville bracket (a), J-response (b), amplitude (c)
and J-score (d) for the AX spin system formic acid-13C. The
plateau of the Liouville bracket and the J-response extends to
much higher fields compared to the amplitude, which leads to
the optimal J-score being neither at zero- nor high-field but at
the transition between ULF and VLF regime, if B0 is known.
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Figure 5.5: Field dependent J-score as a function of the 1H Larmor fre-
quency for 13CHOOH. In contrast to the example (CF3CH2OH)
in the previous chapter, there is a significant difference depend-
ing on whether B0 is a free fitting parameter at VLFs and below,
which vanishes only at high fields. Assuming B0 is known (e.g.
by fitting the resonance of the 1H nuclei of the carboxyl group),
the highest J-score is reached in the VLF to low-field regime,
even in the absence of inhomogeneous broadening.

much later than the amplitude, leading to an optimal J-score neither
at zero- nor at high-field but at the transition between ULF and VLF.

However, this is only true in case the magnetic field is determined
separately. Figure 5.5 shows the same J-score but compares it with the
scenario of the magnetic field B0 being an independent fit variable.
In contrast to the previous chapter, due to the much larger difference
in gyromagnetic ratio, the two variables are much more correlated
and uncertainty in the magnetic field directly translates to a worse
estimate in the J-coupling constant for field below the VLF regime.

5.6 a3x spin system — e .g . methanol-13c

H

13C
H

H

OH

methanol-13C
The existence of the long-lived coherences at zero-field was also ex-
perimentally confirmed by measuring the field-dependent spectrum
of methanol-13C (see Figure 5.6 from Bodenstedt et al. [27]). The
linewidth of resonance at J = 140.1 Hz appeared to be significantly
narrower than the other, which is also predicted by the simulation.
Figure 5.7 shows the field-dependent J-score for this molecule. It
again performs better in the ULF to VLF regime.
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Figure 5.6: NMR spectra of 13CH3OH versus field strength in the range
25 nT-100 ¯T. Horizontal lines show NMR spectra, offset verti-
cally by the field at which they were acquired (left scale), and
horizontally to place the uncoupled OH resonance at zero. Indi-
vidual resonances for the chemically distinct CH3 and OH spin
groups are clearly visible and demonstrate relative frequency
shifts due to the transition between strong and weak heteronu-
clear coupling regimes corresponding to low and high field,
respectively. The different peaks correspond to different spin
combinations; in high field the peaks correspond to single-spin
transitions of 1H, while at zero field peaks at 1 JCH = 140.1 Hz
and 2 × 1 JCH = 280.2 Hz correspond, respectively, to singlet-to-
triplet and triplet-to-quintet transitions of the 13CH3. Features
marked with an asterisk (*), e.g. 50 nT and ≈ 48 Hz + ≈ 98 Hz,
are artefacts due to 50 Hz line noise and harmonics. The dotted
curves show the predicted resonance frequencies as a result of
the heteronuclear coupling. Inset shows transverse decay rate
1/T2,I for the CH3 signal peak (dotted orange curve) and OH
signal peak (at 0 Hz) versus field strength. Error bars represent
estimated standard deviation errors obtained from least-squares
regression analysis.
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Figure 5.7: Field dependent J-score as a function of the 1H Larmor fre-
quency for 13CH3OH. In contrast to the previous example
(CHOOH) and similar to CF3CH2OH, there is only a small
difference depending on whether B0 is a free fitting parameter
at VLFs and below. Without inhomogeneous broadening, the
highest J-score is reached in the high-field regime. However,
this is another example where the ULF to VLF regime performs
better than the zero-field regime.





6
N U C L E A R M A G N E T I C R E L A X AT I O N D I S P E R S I O N

The last chapter (Chapter 5) described field-dependent relaxation
rates due to long-lived coherences where the relaxation rates de-
pended on the coupling regime. However, even for spin systems
without scalar coupling, the relaxation rate can be highly dependent
on the bias magnetic field strength. The random fluctuations of the
spin Hamiltonian cause relaxation, but on short timescales, the
fluctuations can be correlated. The ratio of the correlation time τc and
Larmor frequency determines the speed at which the fluctuations
can relax the nuclear spin state.

The extreme narrowing limit was considered in the previous
chapter, which describes the scenarios of correlation times τc ≪
2π/(|B| γnucl) that are much shorter than a Larmor period, and it
is often a valid assumption for ZULF conditions since molecular
rotations or vibrations occur on much shorter timescales. However,
nano-scale dynamic processes can occur on longer timescales rang-
ing from milliseconds to microseconds, including protein folding,
aqueous complexation, and surface adsorption phenomena. Under
these conditions, the extreme narrowing approximation is not valid
at ultralow field and relaxation rates can be highly dependent on the
magnetic field. To gain insight into the molecular dynamics of the
system, NMRD enables direct measurement of these field-dependent
relaxation rates and extraction of correlation times of these slow
processes.

This section summarizes the main result of Bodenstedt et al. [27]
and Bodenstedt [103], where a new technique is introduced that
extends the parameter space of NMR to extremely low frequencies
combined with high relaxation rates. In this chapter only 1H nu-
clear spins are considered. All relaxation rates are concerning the
relaxation of 1H.

6.1 introduction to fast-field-cycling nuclear relax-
ation dispersion

NMRD is a method that uses the relaxation rates of nuclear spins,
which are dependent on the magnetic field strength, to deduce cor-

121
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relation times for molecular reorientation and diffusive transport.
The information obtained from NMRD is not only of interest to fun-
damental science but can also have practical applications in fields
such as industrial catalysis and petrology. In these fields, molecu-
lar diffusion can be restricted by surface geometry and adsorption,
particularly in liquids that are confined within porous solids. Further-
more, NMRD can be useful in the medical field to design molecular
agents for relaxation-contrast MRI. By combining spectroscopic dis-
persion using chemical shifts or spin-spin couplings, the dynamics
can be linked to specific molecular functional groups, which makes
it possible to analyze chemical mixtures and biological specimens.

To accurately measure correlation times τc of nuclear spin re-
laxation, a range of Larmor frequencies must be considered from
|B| γnucl ≪ τc to τc ≪ |B| γnucl, where |B| denotes the field strength
and γnucl represents the nuclear gyromagnetic ratio. For extremely
slow correlations, measurements must be conducted at ultralow mag-
netic fields, within shielded enclosures like a mu-metal chamber. The
current NMRD technique mainly employs FFC electromagnets with
a strength of around 1 T for efficient inductive NMR signal detec-
tion. However, these electromagnets are used without shielding and
require active cancellation of ambient fields to access the range be-
low the geomagnetic field. Alternatively, samples can be transported
between persistent high- and ultralow-field locations, but slow trans-
port times limit the observable τc at the high end. Figure 6.1 depicts
the limits of the existing NMRD techniques, with the orange- and
green-shaded regions representing the current limitations.

6.2 brownian motion, relaxation and correlation

The scientific investigation of nuclear magnetic relaxation has been
ongoing for almost as long as the development of NMR itself. While
closely connected, the theory of relaxation can be significantly more
complex. Numerous interactions between nuclear spins within a
bulk liquid get averaged out when examined as an ensemble, which
usually does not permit direct detection within the coherent nuclear
spin evolution spectrum. Nonetheless, these interactions play a vital
role in nuclear spin relaxation. The BPP theory, named after Nico-
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Figure 6.1: Overview of three different techniques to measure field-
dependent relaxation rates. a, Boundaries of the faded colored
zones in the horizontal dimension indicate upper limits of longi-
tudinal nuclear relaxation rate, T−1

nucl.,1 imposed by signal receiver
dead time and/or speed of field-switching events. Boundaries
in the vertical dimension indicate limits to the range of magnetic
fields achievable by electromagnetic sources. Dark colored zone
indicates Larmor frequencies where NMR signals are detected
and correspond to measurable transverse relaxation rates T−1

nucl,2.
The diagonal of slope 1 corresponds to the spectroscopic reso-
lution limit where rates of Larmor precession and transverse
relaxation are equal: |B| γnucl/(2π) = Tnucl,2 ≈ Tnucl,1.



124 nuclear magnetic relaxation dispersion

log(Larmor frequency)

lo
g

(1
/T
₁)

random field

BPP

τ

a
u

to
c
o

rr
e

la
tio

n

time t

p
e

rt
u

rb
a

tio
n

 H
₁

position x

p
o

s
iti

o
n

 y

Molecular dynamics Modulated interaction Autocorrelation NMRDa b c d

τc

1/τc

~f-2

~ const.

~ exp(-τ/τc).

Figure 6.2: Illustration of spin relaxation using numerical simulation to
demonstrate how the longitudinal relaxation rate 1/T1 varies
with frequency in NMR: The random motion of particles
(Brownian motion) (a), affects the system’s quantum properties,
like its Hamiltonian Ĥ1, through a random magnetic field (b).
Each component of the magnetic field is generated such that
it shares the same exponential auto-correlation function (c) as
the Brownian motion itself. By integrating the Schödinger

1

equation the relaxation rate can be estimated for different mag-
netic fields (d). The resulting dispersion curve exhibits similar
characteristics to the more complex Bloembergen-Purcell-Pound
(BPP) theory in cases involving dipolar relaxation.

laas Bloembergen
2, Edward Mills Purcell

3, and Robert Pound
4,

was introduced in 1948 [15] and remains one of the most prevalent
frameworks for explaining nuclear spin relaxation. This theory treats
relaxation as a problem within second-order time-dependent pertur-
bation theory. Other pioneering contributions were made by Felix

Bloch, Anatole Abragam
5, and Alfred Redfield

6.

2 Nicolaas Bloembergen (1920–2017) was a Dutch–American physicist who made
pioneering contributions to the field of nonlinear optics and spectroscopy, and was
awarded the Nobel Prize in Physics in 1981 for his work on laser spectroscopy and
the development of new techniques for studying matter at the molecular level.

3 Edward Mills Purcell (1912–1997) was an American physicist who co–discovered
nuclear magnetic resonance (NMR) and made pioneering contributions to the field
of nuclear physics, for which he was awarded the Nobel Prize in Physics in 1952.

4 Robert Pound (1919–2010) was an American physicist who, along with his colleague
Henry Rebka Jr., conducted a groundbreaking experiment in 1959 that confirmed the
gravitational redshift predicted by Einstein’s general theory of relativity, providing
direct evidence for the gravitational time dilation effect.

5 Anatole Abragam (1914–2011) was a French physicist who made significant con-
tributions to the field of nuclear magnetic resonance (NMR) spectroscopy and the
study of condensed matter, and his book "The Principles of Nuclear Magnetism"
became a seminal reference in the field.

6 Bloembergen, Purcell, and Bloch later received the Nobel Prize in Physics with
Bloch and Purcell awarded for their NMR and Bloembergen recognized for his
advancements in laser spectroscopy.
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The longitudinal relaxation time T1 is an important measure to
quantify the relaxation of a nuclear spin system. It indicates the time
it takes for the magnetization (∝ γS

〈
Ŝz
〉
) thermalization〈

Ŝz
〉
(t) =

〈
Ŝz
〉

eq −
(〈

Ŝz
〉

eq −
〈
Ŝz
〉
(0)
)

exp(−t/T1) (6.1)

aligned with a magnetic field B0 along the z-axis to reach equilibrium.
A key outcome of the BPP establishes a link between the relaxation

rate

R1(ωnucl) = 1/T1(ωnucl) ∝ j(ωnucl) (6.2)

and a spectral density function j(ωnucl). This function is connected to
the correlation function G(τ) of the fundamental relaxation process
through a Fourier transform

j(ω) =
∫ ∞

0
G(τ) cos(ωτ)dτ . (6.3)

The details of nuclear magnetic relaxation for a given physical
mechanism can quickly become complicated. Nonetheless, a straight-
forward model proves adequate for illustrating several key aspects.
To this end, an ensemble of identical spin-1/2 nuclei and a time-
dependent spin Hamiltonian

Ĥ(t) = Ĥ0 + Ĥ1(t) (6.4)

is assumed. The first term Ĥ0 = γnuclB0Ŝz describes the coupling of
the nuclei to a constant magnetic field parallel to the z-axis. The sec-
ond term Ĥ1(t) characterizes the relaxation process. Assuming that
Ĥ1(t) is modulated by rotational Brownian motion, first described
by Peter Debye

7 within his investigation of polar molecules [104], the
probability P(ϕ, θ, t) of finding a molecule at time t in an orientation
(ϕ, θ) follows a linear diffusion equation Here, ϕ and θ are

spherical coordinates.
∂P(ϕ, θ, t)

∂t
= k · ∆P(ϕ, θ, t) (6.5)

where ∆ is the Laplace
8 operator on the surface of a sphere9.

7 Peter Debye (1884–1966) was a Dutch-American physicist and chemist who made
significant contributions to understanding molecular dipole moments, X-ray diffrac-
tion, and the Debye model of specific heat capacity.

8 Pierre-Simon Laplace (1749–1827) was an influential French mathematician, physi-
cist, and astronomer known for his profound contributions to celestial mechanics,
probability theory, and the development of the Laplace transform.

9 This assumes that the molecule can be described as a rigid rotor without any
modulation of intra-molecular distances. However, there are situations where this
assumption does not hold.
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In reality, Ĥ1(t) characterizes interactions between spins, such
as scalar (1st and 2

nd kind), dipolar, and quadrupolar interactions,
modulated by the molecule’s translational and/or rotational motion,
and having various levels of spherical tensor rank. These interactions
can span between molecules or occur within the same molecule,
involving nuclear and/or electronic spins. These interactions can
be represented using spherical tensor operators of rank k, denoted
as T̂(k)

q for instance, k = 2 for dipolar or quadrupolar interactions),
which transform similarly to spherical harmonics Ylm(ϕ, θ) (with
l = k) under rotations. It can be shown that the auto-correlation
function of a first- and second-degree spherical harmonic is linked
to an exponential function [105]

G(τ) ∝ exp(−τ/τc) , (6.6)

under the condition that the rotational diffusion conforms to the
linear diffusion equation Equation 6.5.

In the framework of this model, the interaction can be approx-
imated by substituting the precise (sometimes involving multiple
spins) coupling operators with a single-spin random field represented
as the Zeeman term Ĥ1(t) = γnuclB(t) · Ŝ where Bi(t) comprises of
three time-dependent magnetic field components. Each of these com-
ponents is constructed such that its auto-correlation over time

G(τ) = lim
T→∞

1
T

∫ T

0
Bi(t + τ)Bi(t)dt ∝ exp(−τ/τc) (6.7)

is proportional to the correlation function outlined in Equation 6.6.
In Figure 6.2a a simulated random trajectory is presented for a

single particle, while in Figure 6.2b a corresponding magnetic field
component is depicted. This field component possesses correlation
properties as defined by Equation 6.7. By numerically integrating the
Schödinger equation, calculating ⟨Ŝz⟩, and fitting it to Equation 6.1,
it becomes possible to estimate 1/T1 at a specific magnetic field. This
sequence can be iterated across various magnetic fields B0, resulting
in the creation of the NMRD curve, as shown in Figure 6.2d.

Even within this greatly simplified relaxation model, certain no-
ticeable characteristics similar to those observed in actual experi-
mental data become evident. The relaxation rate is proportional to a
Lorentzian function

R1( fnucl) =
1

T1( fnucl)
∝

1
1 + 4π2 f 2

nuclτ
2
c

(6.8)
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Figure 6.3: Sequences to measure longitudinal (A) and transverse relaxation
rates (B). The vertical axis (not to scale) shows field strength
with the polarization field along z and the π/2 and π pulses
along y.

with a cutoff frequency fcutoff = 1/(2πτc). For higher frequencies,
the tail of the profile can be roughly approximated by a power-law
relationship T1( fLarmor) ∝ f 2

Larmor.
It can be shown, that the exponent of 2 is distinctive for relax-

ation induced by typical rotational motion resembling Brownian

rotational motion in bulk liquids with a linear diffusion equation.
Any other exponent might suggest anomalous diffusion or a relax-
ation mechanism unrelated to diffusion, potentially giving rise to a
correlation function with a stretched exponential behavior [106]

G(τ) = exp
(
−(τ/τc)

β
)

. (6.9)

6.3 fast field cycling at ultralow fields

The OPM described in Chapter 2 allows the direct observation of
NMRD over a broad range of magnetic fields down to a few nan-
oteslas. Many single-component liquids and simple solutions are
characterized by an exponential correlation function for molecular
tumbling, with a time constant τc in the low ps range. As long as
much slower additional motion processes do not exist, the NMR
relaxation times T1 and T2 are independent of magnetic field below
Bz ≪ (γIτc)−1) ≈ 0.1 T, even in ultralow fields. In other words, the

system is in the
extreme narrowing
limit

Here, the dependence of relaxation in aqueous solutions of the
paramagnetic compound TEMPOL is investigated, which is being
studied elsewhere for its potential therapeutic properties [107] and as
a source of nuclear spin hyperpolarization [108, 109] that can enhance
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sensitivity in NMR. Sequences A and B are used to measure 1H T1

and T2, respectively (Figure 6.3).
Sequence A involves pre-polarization of nuclear spin at 20 mT,

followed by switching to a lower magnetic field for a duration of τ1,
after which a dc π/2 pulse induces free nuclear precession about the
z axis, resulting in NMR signal amplitudes, sA, which fit well with
the function sA ∝ exp(−τ1/T1). The relaxation rates observed exhibit
linear scaling with concentration of the paramagnetic dopant, with

T−1
1 = (T(0)

1 )−1 + k1[TEMPOL] , (6.10)

where T(0)
1 is the relaxation time at zero solute, as shown in Figure 6.4.

The relaxivity parameter, k1, has a value of 0.453(5) s−1 mmol−1 dm3,
which agrees well with literature values at the high-field end [108,
109], thus providing confidence in the method used.

In Sequence B, the initial π/2 pulse is succeeded by a Hahn
10-echo

that refocuses transverse magnetization after time τ2. The amplitudes
of the NMR signal, fitted using the function exp(−τ1/T1 − τ2/T2),
yield a transverse relaxivity parameter, k2, defined by

T−1
2,I (Bz,I , [TEMPOL]) = T−1

2 (Bz, 0) + k2(Bz)[TEMPOL] , (6.11)

as depicted in Figure 6.5 using triangle plot markers. The result k2 =

k1 remains consistent even at ultralow fields, indicating the absence
of slow motional correlations and isotropic molecular tumbling in
the fast motion limit.

The decay rates in the transverse direction can also be estimated
by using the full width at half maximum (FWHM) obtained from
the Fourier-transformed NMR spectra of sequence A, since the
inhomogeneity in Bz is relatively low. The coils introduce field gra-
dients dBz/dz, as well as smaller components along the x and y
directions due to imperfections in the coil windings. This results in a
linear dependence of (d/dBz)(T∗

2 )
−1 = 0.01 s−1 µT−1 above 500 Hz

1H frequency.
The magnetic fields are superposition of the fields from different

coils. Some are centered on the 87Rb cell whereas others are centered
on the NMR sample. Therefore, the gradients may cancel out at some
Larmor frequencies, which is responsible for the line narrowing
at around 200 Hz. The overall results indicate that the NMR line

10 Erwin Hahn (1921–2016) was an American physicist who pioneered the field of spin
echoes and made significant contributions to nuclear magnetic resonance (NMR),
leading to advancements in medical imaging and spectroscopy.
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Figure 6.6: Relaxation rates for TEMPOL solutions encased in 0.5 mm thick
titanium tube, 0.1 mL sample volume. All vertical error bars
represent estimated standard deviation errors obtained from
least-squares regression analysis.

width remains below 1 Hz even at geomagnetic fields and that the
addition of TEMPOL does not affect the spectroscopic resolution in
the zero/ultralow-field range.

6.4 ffc nmrd in metal containers

To demonstrate the versatility of this technique, it can be shown that
it can be applied to metal sample enclosures without any amplitude
loss of NMR signals up to Larmor frequencies of few kHz. A tita-
nium alloy tube with an outer diameter of 8 mm, inner diameter of
7 mm, and pressure rating of 13 MPa can contain 0.1 mL of TEMPOL
solution, which exhibits identical relaxation rates 1/T1 as those in
Figure 6.4, as shown in Figure 6.6. Although the smaller sample vol-
ume results in larger error bars due to lower SNR, this measurement
is unattainable using conventional fast-field cycling NMR techniques
due to eddy currents in metal that strongly attenuate the amplitude
of high-frequency NMR signals and limit the rate of field switching.
The transverse relaxation rates are also unaffected by the presence of
the metal tube, indicating that eddy currents are negligible over the
relatively small (mT) range of field switching. Hence, this approach
can enable the study of relaxation in previously unexplored con-
texts, such as high-pressure fluids (e.g. supercritical fluids), flow in
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pipes, foil-sealed products (e.g. foods, pharmaceuticals), and sealed
radioactive samples (e.g. lead, tungsten).

6.5 liquids confined in porous materials

The 1H spin relaxation of n-alkane hydrocarbons confined within
matrices of alumina (γ polymorph, 9 nm mean pore diameter) and
titania (anatase polymorph, 7 nm to 10 nm mean pore diameter) is
studied to gain insight into molecular motion near pore surfaces.
Catalytic features are possessed by these simple inorganic oxides
in their mesoporous form due to their high specific surface area,
Lewis

11 acidic sites, and the option of chemical treatments includ-
ing metalization to activate the pore surface. However, due to the
frequency range of conventional NMRD techniques, limited under-
standing of how molecular dynamics and surface site properties
relate to long-τc relaxation processes exists, even without surface
functionalization [110].

The 1H relaxation rates at 30 °C for imbibed n-alkanes, measured
between 1 Hz and 5.5 kHz Larmor frequency using the sequence
shown in Figure 6.8a, are shown in Figure 6.7. Fast field switching
between relaxation and detection events is preferred to probe the
lowest fields due to excess noise in the magnetometer below 100 Hz
(including mains electricity noise and 1/ f noise, see Figure 6.8b).
At frequency above 100 Hz Larmor frequency, NMR signals are de-
tectable at the relaxation field without switching since the noise floor
is low enough. The measurable NMR relaxation is limited in principle
to rates T−1

1 < R−1
op , where the latter is of order 300 s−1. However, in

practice, the limit is T−1
1 < T−1

2,atom or around 100 s−1 since the atomic
precession signal causes a 10 ms dead time following the π/2 pulse
(see Figure 6.8c).

The weak dispersion in T−1
1 for each alkane, as well as between the

two porous materials, across the conventional FFC-NMR frequency
range 10 kHz to 1 MHz, is the main feature of Figure 6.7 and was
reported by Ward-Williams et al. [110]. The relaxation rate for each
alkane is only slightly dependent on the porous material, indicat-
ing that the relaxation process is dominated by bulk effects in this
frequency range. In contrast, relaxation rates below 10 kHz strongly

11 Gilbert N. Lewis (1875–1946) was an influential American physical chemist known
for his groundbreaking work on chemical bonding, the Lewis dot structure, and
the Lewis acids and bases theory, significantly advancing our understanding of
molecular interactions.
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depend on the material, and mechanisms related to the surface be-
come prominent, with higher values observed towards zero field.
The T1 dispersion in titania is much weaker than in γ-alumina, with
T−1

1 reaching only around 2 s−1 below 200 Hz, compared to 30 s−1

for alumina, although the two materials have similar mean pore
diameter and surface area/volume ratio. The first material’s surface-
induced relaxation is not as active, likely due to a lower concentra-
tion of paramagnetic impurities ([Fe3+] ≈ 2 × 1016 g−1 in alumina
vs. 2 × 1015 g−1 in titania), as determined by electron spin resonance
spectroscopy [111]. These results suggest that the lower-frequency
relaxation mechanism involves dipole-dipole coupling between 1H
and the surface spins, rather than surface-induced modulation of
intra-molecular 1H-1H spin couplings.

A power-law frequency dependence is obeyed by the longitudi-
nal relaxation in γ-alumina between ω/(2π) = 50 Hz and 5000 Hz:
T1 ∝ ωξ . Exponents ξ = 0.50(3) for octane and ξ = 0.45(3) for de-
cane are given by fitted slopes −d(log, T−1

1 )/d(log, ω). Such values
are consistent with simple numerical simulations in which imbibed
molecules randomly walk within a dilute matrix of non-mobile spins
– such as surface paramagnets – where the strength of dipole-dipole
interactions between the two spin species scales with the inverse
cube of their instantaneous separation [112]. This nonlinear depen-
dence results in an example of Lévy

12 walk statistics. A detailed
characterization of these effects in the alumina system is ongoing
work.

To analyze the correlation time, the measured relaxation rates are
fitted with a stretched Lorentzian function

1
T1,fit(ω)

=
1

T1(0)(1 + τ2
c ω2)β

+
1

T1(∞)
, (6.12)

which has four independent fit parameters: T1(0), T1(∞), τc, and β.
The solid lines in Figure 6.7 represent the fitted curves. For ωτc ≫ 1
and T1,fit(ω) ≪ T1(∞), the function is approximated by a power law
with ξ = 2β. The correlation time parameter τc for alkanes in alumina
is determined by examining the relaxation behavior below 50 Hz,
where T1(ω) changes from a power law frequency dependence to a
constant, indicating a plateau at T1(0). Using the analysis presented

12 Paul Lévy (1886–1971) was a French mathematician who made significant contri-
butions to the fields of probability theory and stochastic processes, particularly his
work on Levy processes and Levy flights, which have applications in diverse areas
such as finance, physics, and biology.
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earlier, this indicates a maximum correlation time (τc = τc,max) of
around 20 ms to 30 ms, which is at least two orders of magnitude
longer than the maximum correlation time of more polar molecules in
porous confinement, such as water. The plateau for decane extends to
a higher Larmor frequency than that for octane, indicating a shorter
τc,max despite octane having a higher self-diffusion coefficient as a
bulk liquid. However, at this point, τc is of similar magnitude to the
longitudinal relaxation time. Under such conditions, the assumptions
of standard NMR relaxation theories, such as the Wangsness-Bloch-
Redfield theory, are not strictly justified as valid, particularly the
coarse graining of time. This is because spin diffusion may be part
of the relaxation mechanism or set an upper limit for the relaxation
rate in the plateau. To determine if this is true, more information on
the physical process responsible for spin relaxation is needed.

6.6 chemically induced dynamic nuclear polarization

The same experimental setup was also used to perform in-situ
low-field photo-chemically induced dynamic nuclear polarization
(CIDNP) (see Figure 6.9 from [99]). With the details explained in
Chuchkova et al. [99], the FFC approach was used to measure directly
the photo-CIDNP signal of 1,4-benzoquinone (BQ) at polarization
fields between few nT up to 100 mT. The lifetime of the sample as
well as relaxation rates were studied.
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Figure 6.9: Magnetometer-detected photo-CIDNP measurements. (a) The
amplitude of 1H-precession signals from BQ in the
CDCl3/CD3COOD solvent mixture following 4 s of irradiation
at 520 nm through the immersed optical fiber. Each point corre-
sponds to the integral signal intensity of a single pulse-acquire
measurement. Each data point corresponds to the integrated
signal intensity of an individual pulse-acquire measurement.
The signals colored in dark red and light red correspond to
detection under dark and light conditions, respectively. (b)
Overall 1H precession signal arising from the BQ solute and
CHCl3/CH3COOH solvent mixture is shown, utilizing the same
irradiation parameters as in panel (a). Four sets of experiments
were conducted, varying conditions of light and dark during po-
larization and detection stages. (c) Accumulated photo-CIDNP
signals obtained with or without irradiation during detection in
the deuterated sample. The left spectrum is the average of 29

transients acquired “in the dark”(light off), while the spectrum
to the right was acquired with the light kept on. The FWHM as
determined by Lorentzian fitting is marginally larger in the
case of acquisition with the light on. (d) Accumulated NMR
signals similar to panel c but for the case of protonated solvents.
Note that the solvent signals that are seen for the “dark” pre-
polarization conditions are from the solvent with a concentration
3 orders of magnitude higher than that of BQ.
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Part IV

The behavior of a thermodynamic system is influenced
by its internal degrees of freedom, which are determined
by chemical and physical properties such as inter-particle
couplings and symmetry. While these internal properties
may be difficult to change, it is important to recognize
that the dynamics of the system can be controlled by
manipulating the symmetry of the external environment.
Techniques such as dynamical decoupling, spin locking,
and magnetic field cycling can alter the rates at which a
spin ensemble reaches thermodynamic equilibrium. By
using these methods, it is possible to investigate internal
variables despite the presence of local, random interac-
tions that fluctuate rapidly compared to coherent time
scales.

In the next two chapters, this will be investigated: First,
Chapter 7 discusses techniques to perform robust, selec-
tive/collective spin control at ultralow fields. Chapter 8

applies these techniques to manipulate the symmetry of
the system to influence relaxation to thermal equilibrium.

These chapters follow closely the three publications Bo-
denstedt et al. [113], Bodenstedt et al. [114], as well as
Mouloudakis et al. [115].





7
R O B U S T S P I N - S E L E C T I V E I N V E R S I O N AT
U LT R A L O W F I E L D S

One of the key elements of NMR is the ability to manipulate the
nuclear spin states through magnetic field pulses by applying a series
of precisely timed and positioned magnetic fields to the sample. By
varying the amplitude, duration, spectral composition, timing, and
gradient of these pulses, one can manipulate the spin states of the
nuclei in the sample, which in turn affects the detectable NMR signal.

Controlling quantum states in a robust and precise way is a fun-
damental challenge in many fields, including quantum computa-
tion [116, 117], quantum sensing [118, 119] and medical imaging [120].
Quantum optimal control theory [121] tries to find the optimal way
to achieve a quantum operation with a limited set of control mecha-
nisms. To improve the robustness quantum gates can be developed
that tolerate tiny errors in the control parameters to achieve accept-
able results.

Conventional spin-resonance experiments take place within strong
magnets (such as superconducting magnets) that have a fixed magni-
tude and direction of the magnetic field. As a result, spin control is
limited to only the amplitude and phase degrees of freedom. Never-
theless, other strategies are theoretically possible: Error-compensated
pulse design can be traced back to a set of fundamental principles, in-
cluding the Magnus

1 expansion [122], impulse-response theory [123],
recursive iteration, and other considerations related to time symme-
try [124]. When the restriction of a strong magnetic field is removed,
new pulse strategies become available, and existing pulse strategies
can be implemented using different degrees of freedom.

In the context of NMR, over the last decades, numerous tech-
niques have been developed to create error-tolerant pulses, utiliz-
ing phase modulation [125–130], amplitude modulation [131–133],
or both phase and amplitude modulation [134–136] of the ac fields.
This chapter discusses the main results of Bodenstedt et al. [113] and

1 Wilhelm Magnus (1907–1990) was a German–American mathematician known for
his contributions to combinatorial group theory and his work on the Magnus
expansion, which provides a powerful tool for studying group presentations and
their applications in various branches of mathematics and theoretical physics.

139
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Bodenstedt et al. [114] that translates methods for pulse optimization
from high-field into the ZULF regime.

Of special interest in NMR is the ability to collectively or selectively
address different spin species in a way that is robust to experimental
imperfections. Here, the example of selective/collective spin inver-
sion at low and high field will be discussed which will be of utter
importance in the context of dynamical decoupling (see Chapter 8).

7.1 spin inversion using ordinary dc and ac pulses

In the simplified scenario of a single species of uncoupled nuclear
spin the spin evolution can be described by the classical, phenomeno-
logical Bloch equations

dS
dt

= γS × B (7.1)

(here relaxation is neglected; compare Equation 1.2a to Equation 1.2c).

Rabi Oscillations

In a high-field NMR scenario, a strong constant field B0 = (0, 0, B0)

(typically in z direction) is applied, and a weaker, rotating, orthogonal
field

B1 =

B1 cos(ωt)

B1 sin(ωt)

0

 (7.2)

is applied for a short time to change the spin state.
These kinds of oscillations can be very well described by the

Rabi
2 effect, which is based on two-state model systems and occurs,

besides NMR, in many quantum mechanical systems from atom-light
interaction to quantum computing.

The resulting oscillations

Sz(t) = Sz(0) ·
(

1 − 2Ω2

Ω2 + δ2 sin2

(√
Ω2 + δ2t

2

))
(7.3)

2 Isidor Isaac Rabi (1898–1988) was an American physicist who won the Nobel Prize
in Physics in 1944 for his discovery of nuclear magnetic resonance (NMR), which
has become a fundamental tool in many areas of science and technology, including
magnetic resonance imaging (MRI).
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are consequently called Rabi oscillations. Here, δ = |ω − ωLarmor| is
the detuning between the AC field (oscillating with angular frequency
ω) and the nuclear Larmor frequency ωLarmor = γB0. It is assumed
the initial state is given by S(0) = (0, 0, S0) and it is Ω = γB1.

Full inversion, i.e. Sz(tπ) = −Sz(0), can be achieved by using
resonant pulses by using the same frequency for the driving field and
the Larmor frequency, effectively setting the detuning to zero (δ = 0).
In the rotating frame, such pulses produce a spin rotation of R̂(ψ, n),
where the spin rotation angle ψ is proportional to the strength B1

and duration of the pulse. The rotation axis n is determined by the
phase of the pulse.

The resonance condition ensures that only spins with the same
gyromagnetic ratio are affected by the driving field, since according
to Equation 7.1 large detunings δ drastically lower the efficiency3 of
the driving field. This allows good selectivity at high fields.

The simplicity of the pulses comes with the cost of them not being
very robust regarding errors in phase, amplitude, or frequency. Good
calibration and control of the driving fields is therefore crucial for
accurate results.

Square Wave Pulses

At low field B0 ≪ B1, ω in Equation 7.2 is so small, that B1 can be
approximated

B1 ≈

B1 − B1ωt

0 + B1ωt

0

 ω→0≈

B1

0

0

 (7.4)

using small-angle approximations, which is effectively a DC pulse.
In low-field NMR, it is possible to directly implement a rotation
R̂(ψ, n) about a (laboratory frame) axis n, by applying a DC field of
strength B1 along n for a time τ, to generate rotation by an angle
ψ = γBτ. Rotations with arbitrary n and ψ can in principle be
produced with three-axis control of B(t). In this way, any simple
rotation R̂(ψ, n) used in high-field about a (laboratory frame) axis n
can be implemented.

3 In the rotating frame, detunings effectively change the rotation axis. The lower the
angle between the B0 and n is, the lower the efficiency of the pulse.
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Figure 7.1: Spin inversion profiles for 1H resonant pulses at high-field (1 T)
and zero-field (0 T). Red signifies no net rotation while blue
signifies complete spin inversion. At high field, ordinary pulses
offer great spin species selectivity, whereas at zero field a simple,
ordinary DC pulse does not feature an attractive pass-/stopband
characteristic. R̂zz represents the z-projection of the unit vector
ez after the rotation. R̂zz = −1 indicates complete inversion,
while R̂zz = 1 signifies no net rotation.
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Figure 7.2: Spin inversion using ordinary DC pulses with different pulse
durations (top to bottom: 2π, 7π, 13π and 14π on 1H). Again,
red signifies no net rotation while blue signifies complete spin
inversion. The vertical lines represent sets of nuclear spin species
for which good collective/selective inversion can be achieved.

However, setting both ω = 0 and B0 = 0 automatically leads
ωLarmor = 0 for all spin species. This also sets the detuning δ = 0
which takes away most of the spin selectivity.

Magic Ratios

Since γ differs for different spin species, the Rabi frequency Ω = γB1

also differs and some magic ratios for pair of nuclear spins exist, that
allow some selectivity even with simple DC pulses. Some examples
are shown in Figure 7.1: Here the Rabi oscillation of 1H nuclear spin
is plotted. Exploiting the proximity of the relative ratio of nuclear
spin gyromagnetic ratios to rational numbers allows the flipping of
spins of one species but barely affecting another.

Limitations

At near-zero magnetic fields, conventional RF pulses are inade-
quate for performing spin-selective rotations due to the small differ-
ences in Larmor frequencies compared to the bandwidth of the RF
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pulses [137]4. In ultralow fields, where the magnitude of the static
magnetic field B0 is comparable to the pulse field Brf, the final state
of the spin system becomes highly dependent on the strength of the
B0 field. This necessitates extensive calibration and adjustments to
achieve consistent rotations across different bias fields. Moreover,
low-frequency and DC components can introduce increased noise
due to the 1/ f noise spectrum of electronic components, leading
to pulse errors that undermine the reproducibility and reliability of
NMR experiments.

7.2 composite 90x-180y-90x inversion pulses

Composite pulses [126, 128] consist of trains of simple pulses that col-
lectively achieve a desired rotation, offering advantages over individ-
ual pulses. They can be designed to maintain consistent performance
across a range of parameter values, such as γ or B0, making them
robust against experimental imperfections. Furthermore, composite
pulses allow for the application of different rotations to different γ

values, enabling species-specific manipulations. However, the direct
translation of composite pulses from high-field to low-field tech-
niques is not straightforward due to the diverse effects of parameter
variations on the rotation. In resonant rotations, the rotation axis n
depends on the detuning and, consequently, on γ, whereas in dc
rotations, it is ψ that varies with γ.

High Field Comparison

In contrast to high-field NMR, where phase/frequency offsets and
flip-angle offsets originate in distinct imperfections of the experimen-
tal system and have different effects on the generated spin rotations,
in low-field NMR flip angle and axis are both determined by the
dc field strengths. As shown, this allows a single composite pulse
strategy to be robust against variations of each, something that is
uncommon in high-field composite pulses.

Composite pulses are used intensively in high-field NMR to com-
pensate for pulse imperfections and improve their robustness. For
instance, in a high field, a 90x180y90x pulse is often a first choice for

4 Although certain combinations of spin species with specific gyromagnetic ratios
(e.g. γ1H ≈ 4γ13C) offer limited spin selectivity, this approach is unsatisfactory and
does not provide a general solution.
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Figure 7.3: Spin inversion using DC 90x-180y-90x pulses for v = 7 (top)
and v = 13 (bottom). The colored plot represents the theoretical
simulation (red signifies no net rotation while blue signifies
complete spin inversion). The grey data points show experi-
mental data. Here, the values for different values of κ ∼= γ/γ1H
were experimentally simulated by varying the pulse lengths,
i.e. τ → κτ [114]. The vertical lines represent sets of nuclear
spin species for which good collective/selective inversion can
be achieved.

tolerance to errors in Rabi frequency and thus pulse length. The same
technique can also be applied for DC pulses under ZULF conditions:

Selective and Collective 1H/2H Spin Inversion

This will be exemplarily demonstrated for a spin system of I1 = 1H
and I2 = 2H. The nominal operation R1(π, ex)R2(0, ex) is approxi-
mated using a composite of three dc pulses (Figure 7.3) that rotates
the I1 = 1H spin first by π/2 about the x axis, then π about y and
finally π/2 about x, since for the ratio u = γ2H/γ1H ≈ 0.154 in this
case it is found that

R̂1

(π

2
, ex

)
R̂1(π, ey)R̂1

(π

2
, ex

)
= R̂1(π, ex) (7.5)
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and

R̂2

(uπ

2
, ex

)
R̂2(uπ, ey)R̂2

(uπ

2
, ex

)
≈ R̂2(0, ex) . (7.6)

If pulse flip angles are multiplied by v to approximate π/2 and π

rotations on the I2 = 2H spin, the same DC pulse sequence can be
used to produce R1(π, ex)R2(π, ex) transformations, provided that v
is odd and (1 − |vu|) is less than the error-compensation bandwidth
of the overall rotation [128]. Here v = 7 yields

R̂1

(vπ

2
, ex

)
R̂1(vπ, ey)R̂1

(vπ

2
, ex

)
= R̂1(π, ex) (7.7)

and

R̂2

(vuπ

2
, ex

)
R̂2(vuπ, ey)R̂2

(vuπ

2
, ex

)
≈ R̂2(π, ex) . (7.8)

These types of pulses can be used to implement XY4 pulse sequence
(only on 1H, and on 1H and 2H simultaneously) using DC pulse (see
Chapter 8).

7.3 rotation algebra in the meridional plane

Direct translation of composite pulses from the AC (high-field) to
DC (low-field) domain is not always straightforward. Whereas, in
a high field, a 90x180y90x pulse is often a first choice for tolerance
to errors in Rabi frequency and thus pulse length, in low-field, the
pulse length tolerance of a DC composite pulse can be achieved using
analogs of AC pulses that compensate for offset in the AC carrier
frequency – a different source of error.

As a proof of principle, this concept shall be illustrated for DC
composite pulses where fields are confined to a single meridional
plane of the Bloch sphere (e.g., x-z plane, where z defines the bias
axis). This follows closely the description of Bodenstedt et al. [113]
where the term meridional composite pulses was first introduced and
it will be shown that they are considerably more selective than
traditional composite pulses, including 90x180y90x where magnetic
field is kept in the equatorial plane of the Bloch sphere (x-y plane).

As a basis for designing meridional composite pulses, one can
utilize the theorem stating that successive rotation of a 3D object
by π radians around a pair of unit vectors n′ and n′′ is mathe-
matically equivalent to a single rotation by an angle ϕ around the
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perpendicular unit vector n, which is parallel to n′ × n′′. The an-
gle ϕ/2 corresponds to the angle between n′ and n′′, expressed as
n′ · n′′ = |n′| |n′′| cos(ϕ/2):

R̂(π, n′′)R̂(π, n′) = R̂(ϕ, n) . (7.9)

Here, R̂(ϕ, n) describes a rotation5 by an angle ϕ about the vector n.
By extension, an equation follows for the cumulative effect of

2N rotations-by-π about axes n′
1, n′′

1 , n′
2, n′′

2 , . . . , n′
N , n′′

N in a common
plane normal to n:

N

∏
j=1

R̂(π, n′′
j )R̂(π, n′

j) ≡ R̂

(
N

∑
j=1

ϕj, n

)
. (7.10)

For instance, if all of the n′ and n′′ vectors lie within the Carte-
sian

6 x-z plane as defined by vectors ex = (1, 0, 0)⊺ and ez =

(0, 0, 1)⊺, then the overall rotation is produced about the y axis, de-
fined n = ey = (0, 1, 0)⊺. A graphical representation of Equation 7.9
is shown in Figure 7.4.

The problem of interest for robust, spin-selective pulse generation
is the approximate implementation of Equation 7.10, where a se-
quence of 2N rotations by κπ is applied about axes n′

1, n′′
1 , . . . , n′

N , n′′
N .

If, as above, the angle between n′
i and n′′

i is ϕi/2, the objective is
to find a sequence of angles ϕ1, ϕ2, . . . , ϕN such that the resulting
rotation is

R̂(κ, n′
1, . . . , n′

N , n′′
1 , . . . , n′′

N) ≡
N

∏
j=1

R̂(κπ, n′′
j )R̂(κπ, n′

j) ≈ R̂(β, n)

(7.11)

for some detuned range of κ, (and therefore gyromagnetic ratio,
γ ∝ κ), say (κ mod 2) = (1 + δ), where δ is the detuning. Here β is
the target rotation angle.

5 Strictly speaking, this equation is not correct for half-integer spinors. These systems
would accumulate an additional phase of π, i.e. R̂(π, n′′)R̂(π, n′) = (−1)2SR̂(ϕ, n).
However, this additional phase does not affect the analysis outlined here as long as
an even number of rotations is performed.

6 René Descartes (1596–1650) was a French philosopher, mathematician, and scientist
who is widely regarded as the founder of modern philosophy and analytic geometry,
and is best known for his famous statement, "I think, therefore I am."
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Figure 7.4: The top row presents graphical illustrations of Equation 7.9 for
ϕ = 90◦, while the bottom row showcases examples for ϕ = 180◦.
The solid red curves depict the trajectory followed by a particle
starting at the point ez = (0, 0, 1) as it undergoes successive
180◦ rotations around the pair of axes n′ and n′′. These axes,
indicated by purple arrows, lie within the x-z plane and form
an angle of ϕ/2.
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7.4 band-selective , uniform response , pure-phase pulses

One route to a solution is to recognize that for κ = (1 + δ) one can
cast Equation 7.11 (see appendix in [113]) into a form

R̂(κ, ϕ1, . . . , ϕN)

≡
N

∏
j=1

R̂
(

ϕj

2
, ey

)
R̂ ((1 + δ)π, ez) R̂

(
−

ϕj

2
, ey

)
R̂ ((1 + δ)π, ez)

=
N

∏
j=1

(
ˆ̂R2j

z (δ)R̂
(

ϕj

2
, ey

))(
ˆ̂R2j−1

z (δ)R̂
(
−

ϕj

2
, ey

))
,

(7.12)

where ˆ̂Rd
z(δ) is the dth power of the right-acting superoperator

ˆ̂Rz(δ), which rotates operators R̂(ϕ, n) by an angle π(1+ δ) about ez,
as defined by [138]

ˆ̂Rz(δ)R̂(ϕ, n) ≡ R̂ (−π(1 + δ), ez) R̂(ϕ, n)R̂ (π[1 + δ], ez) . (7.13)

The form of Equation 7.12 indicates that relative to the ideal trans-
formation (κ = 1), the error δ has the effect of shifting the spins’
frame of reference by an offset 2δ about ez between each ϕj rota-
tion. Consequently, the task of determining suitable values for ϕj
can be reframed as the challenge of compensating for this frame off-
set. Frame-offset compensation represents a widely explored subject
within the field of physics and holds significant importance in the
realms of NMR, MRI, and quantum information processing.

Frame-Offset Compensation

One previously used approach involves the utilization of broadband
uniform-rotation pure-phase (BURP) [133] pulses, originally devel-
oped [134] by Geen and Freeman

7. A BURP pulse is an amplitude-
modulated ac pulse with a duration of τp, where the carrier frequency
is resonant with the nominal Larmor frequency. The shape of the
carrier-envelope is designed in such a way that it yields a (rotating

7 Raymond Freeman (1932–2022) was a distinguished British chemist and professor
at Jesus College, Cambridge, recognized for his significant contributions to the field
of NMR spectroscopy.
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frame) rotation of R̂(β(t), ey) for δ = 0, where the accumulated flip
angle within the interval 0 ≤ t ≤ τp is given by

β(t) = a0
t

τp
+ b0 +

ncut

∑
k=1

(
ak sin

(
2πkt

τp

)
+ bk cos

(
2πkt

τp

))
. (7.14)

The expression can be interpreted as a truncated Fourier series,
where a cutoff of ncut ∼ 6 is typically sufficient for achieving desired
precision [133, 134]. The numerical values for ak and bk can be found
in the Supplemental Material provided by Bodenstedt et al. [113].
BURP pulses exhibit a generous tolerance for the mismatch between
the carrier and Larmor precession frequencies, with an excitation
pass-band inversely proportional to the pulse length of the BURP
pulse.

Discretization

Using dc pulse pairs as described in Equation 7.10, a pointwise
approximation of β(t)can be made: Intermediate rotation angles

ϕj = β

(
τp j
N

)
− β

(
τp(j − 1)

N

)
, (7.15)

are defined and then a sequence of nominally-π rotations

R̂(κ, n′
1, . . . , n′

N , n′′
1 , . . . , n′′

N) ≡
N

∏
j=1

R̂(κπ, n′′
j )R̂(κπ, n′

j) (7.16)

is constructed with

n′
j =

+ sin(ϕj/4)

0

cos(ϕj/4)

 and n′′
j =

− sin(ϕj/4)

0

cos(ϕj/4)

 . (7.17)

This defines a meridional composite pulse, i.e., a series of κπ rotations
about pairs of axes in the x-z plane, separated by angles ϕj/28. The
values of ϕj ranging from N = 10 to N = 40 are provided in the
Supplemental Material [113].
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Figure 7.5: Band-pass spin inversion using dc pulses derived from I-BURP-
1 [133]. The time profiles of flip angle accumulated in the x-z
plane are displayed in the left column for the conventional pulse
(β, black) and discretized pulses (ϕj, red) with different values
of N: 1, 2, 4, 10, 20, and 40. On the right, the plot illustrates
the inversion performance R̂zz(κ) of the discretized pulse (red).
The gray and light gray plots show the inversion profile for the
same parameters but with a mis-calibrated z-coil by ±10 % [113].
The dashed vertical lines correspond to the values of κI/κ1H ≡
γI/γ1H when κ1H is equal to 1 for I = 2H, 13C, 31P.
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Numerical Simulations

The performance of the discretized BURP pulses can be analyzed by
numerical simulation. This will be done with the example of inversion
pulse I-BURP-1 [113, 133], as shown in Figure 7.5. Continuous and
pointwise β(t) values agree closely with one another for N ≳ nmax.
For instance, for N > 10, the fractional difference between β(t) and
the connecting line between sampling points β(jτp/N) is below 0.05
for all time points.

The inversion can be quantified by

R̂zz(κ) ≡ ez · R̂(κ, n′
1, . . . , n′

N , n′′
1 , . . . , n′′

N)ez . (7.18)

A value of R̂zz(κ) = −1 signifies complete spin inversion, while
R̂zz(κ) = +1 indicates no net rotation of the spin away from ez. As
observed from the plots on the right-hand side of Figure 7.5, R̂zz(κ)

exhibits an inversion passband with a full width at half-maximum
of 2δ ≈ 5/N. For moderate values of N (around 20), this width
should be sufficiently broad to allow for generous error tolerance
(e.g., 2δ ∼ 0.25), while maintaining selectivity in γ.

Experimental Performance

The band-pass profiles of the pulses depicted in Figure 7.5 can be
measured by employing a sample consisting solely of a single spin
species, such as 1H in water (1H2O). In low-field conditions, the
rotation axes n′ and n′′ remain independent of γ, while κ is directly
proportional to γ and the pulse duration. Therefore, the impact of a
change in γ can be simulated by an equivalent alteration in the pulse
duration.

The performance of the spin-selective inversion pulses is evaluated
by applying a composite pulse, immediately followed by a DC pulse
with a flip angle of 90◦ along +ex. The peak field of the composite
pulse is adjusted to ensure that the lengths of I-BURP-1 pulses are
comparable for different values of N, approximately (τp/κ) ∼ 8 ms
for 1H. Subsequently, the resulting FID is detected by the magne-
tometer situated adjacent to the flow cell.

The amplitude of the observed FID for composite pulses of dura-
tion κτp is represented by Sκ, while the FID amplitude in the absence

8 While the BURP pulse has a duration τp, the pointwise approximation does not.
This is because the actual rotation sequence is not dependent on the absolute value
of τp, as demonstrated by Equation 7.14.
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Figure 7.6: The experimental (black circles) versus simulated (solid red
curves) band-pass inversion profiles for discrete I-BURP-1 pulses
with N = 10, 12, 14, 16, 18, 20 and 40. Each data point represents
the mean signal amplitude of approximately 10 NMR transients.
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of any applied composite pulse is denoted as S0. The ratio Sκ/S0 cor-
responds to R̂zz(κ), which takes values ranging from −1 (indicating
complete spin inversion) to +1 (indicating no spin inversion). These
values are plotted for various pulses up to κ = 4 in Figure 7.6.

The experimental and simulated profiles exhibit a close agreement,
with residuals falling within the margins of experimental error. This
outcome confirms the feasibility of designing spin-selective pulses us-
ing the approach described in Equation 7.10. Furthermore, it suggests
that any imperfections present in the pulses are negligible compared
to the compensation limits, which is remarkable considering the
simplicity of the electronic drive circuitry.

7.5 phase alternating composite pulses

Another result of this approach is the development of DC counter-
parts of wide-offset-tolerant AC composite pulses. In the context
of high-field NMR, these pulses are commonly referred to as phase-
alternating composite pulses [131, 132, 139–141], due to the alternating
sign of the flip angle in the AC frame (e.g. β1 = 59◦, β2 = −298◦, and
β3 = 59◦ [132]). These angles can be directly mapped to a meridional
composite pulse using ϕj = β j. By employing the same concept of
DC pulse pairs, the required flip angles can be generated in the DC
regime.

Optimized Parameters

Table 7.1 presents a selection of phase-alternating composite pulses
for inversion along with the corresponding passband widths. Re-
markably, highly uniform inversion can be achieved using only a few
pulses (N < 10), offering a level of selectivity comparable to or even
better than I-BURP-1.

It is important to note that the passband widths may vary across
different studies due to variations in optimization criteria. Typically,
achieving uniform excitation within the passband receives the highest
priority, followed by effective rejection in the stopband. However, in
certain low-field NMR applications, both of these criteria may hold
equal importance. Hence, the present work encompasses additional
solutions to cater to these diverse requirements.

The original sequences reported in Table 7.1 were found in a
few minutes with a standard desktop computer, by randomly sam-
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N angles (degree) Stopband Passband Reference

ϕ1 ϕ2 ϕ3 (R̃zz(κ) (R̂zz(κ)

ϕ4 ϕ5 ϕ6 > 0.99) < −0.95)

ϕ7 ϕ8 ϕ9

2 60 -240 |κ| < 0.20 0.83 < κ < 1.17 here [113]

3 59 -298 59 |κ| < 0.36 0.93 < κ < 1.07 [132]

3 24 -97 253 |κ| < 0.24 0.75 < κ < 1.25 here [113]

4 -34 123 -198 |κ| < 0.29 0.86 < κ < 1.14 [131], [139]

289

4 27 -81 263 |κ| < 0.29 0.75 < κ < 1.25 here [113]

-30

5 325 -263 56 |κ| < 0.41 0.95 < κ < 1.05 [132]

-263 325

9 70 -238 -355 |κ| < 0.55 0.89 < κ < 1.11 here [113]

296 276 296

-355 -238 70

Table 7.1: Composite pulses for the inversion operation ez → −ez. All
angles ϕj are given in degrees.
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pling ∼ 50000 points in a N − 1 dimensional space of ϕ values
ϕ1, ϕ2, . . . , ϕN−1, with resolution 0.02 × π rad. The final angle is con-
strained to be

ϕN = π −
N−1

∑
j=1

ϕj , (7.19)

so that β = π. Our merit function is l1 + l2, where l1 is the mean
value of (1 + R̂zz(κ))2 over the range 0.8 < κ < 1 and l2 is the mean
of (1 − R̂zz(κ))2 for |κ| < 0.5.

Trajectories

The table in Table 7.1 presents angle sets with lengths up to N = 9,
which offer the widest passband and stopband widths. In general,
these sequences demonstrate a broader passband compared to phase-
alternating composite pulses of the same length N. Achieving an
increased width of the stopband is more challenging and necessitates
higher values of N. The performance of these pulses is depicted in
Figure 7.7, while the Supplemental Material [113] includes a collection
of animations that facilitate visualizing the spin vector trajectories
during the pulses.

Experimental Performance

Figure 7.8 shows the band-pass profiles of the phase alternating
composite pulses in a similar way as in Figure 7.6. The performance
of the spin-selective inversion pulses is evaluated again by applying
a composite pulse, immediately followed by a DC pulse with a flip
angle of 90◦ along +ex. The experimental and simulated profiles
exhibit a close agreement, with residuals falling within the margins
of experimental error.

7.6 outlook

Contrary to high-field NMR, where phase/frequency offsets and flip-
angle offsets arise from separate imperfections in the experimental
setup and produce distinct effects on the resulting spin rotations,
low-field NMR exhibits different behavior. In low-field NMR, both
the flip angle and axis are determined by the strengths of the dc
fields. As illustrated, this characteristic enables a single composite
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Figure 7.7: The Bloch sphere spin vector trajectories and band-pass inver-
sion profiles are depicted for the selected composite pulses listed
in Table 7.1. The trajectories represented by black, blue, and red
curves correspond to values of κ = 0.25, κ = 0.85, and κ = 1.0
respectively. The rotation axes, indicated by purple arrows, are
symmetrically displaced about ez within the x-z plane. The solid
red curve illustrates the band-pass profile ez → −ez for a per-
fectly calibrated set of coils, while the dashed and dotted gray
curves correspond to profiles where the z coil is mis-calibrated
by ±10 % respectively.
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Figure 7.8: Just like in Figure 7.6, the experimental data for the phase-
alternating composite pulses is represented by black circles,
while the simulated data is depicted by solid red curves. The
plots illustrate the band-pass inversion profiles for meridional
composite pulses with N = 2, 3, and 4, as listed under "this
work" in Table 7.1. Each data point corresponds to the average
signal amplitude of around 10 NMR transients.
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pulse strategy to withstand variations in both factors, which is not
typically observed in high-field composite pulses.

Also, unlike many high-field NMR composite pulses, the crite-
rion that determines the total flip angle of a meridional composite
pulse (Equation 7.10) is not restricted to specific angles (e.g., 90◦

or 180◦). As a result, it enables the generation of pulses with arbi-
trary flip angles. This general design approach, in combination with
the aforementioned error compensation properties, holds significant
value in spin resonance applications at low fields, where robust and
selective control is required. The duration of these pulses is consider-
ably shorter compared to high-frequency AC pulses with equivalent
compensation bandwidth, such as swept-frequency adiabatic inver-
sion pulses [142]. Moreover, these pulses can be performed without
the need for tuned high-frequency circuitry [143]. The anticipated
applications encompass sub-MHz NMR spectroscopy and MRI, field-
cycling relaxation measurements, nuclear spin polarimetry, as well as
portable NMR spectrometers for usage beyond research laboratories.

The pulse durations τp demonstrated here and in Bodenstedt et al.
[113, 114] are constrained by the hardware timer resolution (2 µs)
and the field-to-current ratio of the x coil. Higher clock speeds and
stronger fields, considering the electrical inductance of the coils,
could potentially reduce pulse lengths by at least one order of mag-
nitude, resulting in τp ranging from 10 µs to 100 µs. These durations
are significantly shorter than the periods of the spin-spin scalar cou-
plings between common nuclear spin species, making them suitable
for heteronuclear quantum control in low-field NMR applications.
In such cases, the pulses selectively rotate one or more spins in a
multi-species system. The selectivity and error tolerance of these
pulses should complement existing control methods that rely on
equatorial composite pulses [114, 144].





8
D E C O U P L I N G O F S P I N D E C O H E R E N C E PAT H S

This chapter focuses on the examination of nuclear spin relaxation
close to zero magnetic fields and explores its manipulation through
dynamical decoupling pulse sequences. The discussion closely fol-
lows the content presented in the publication Bodenstedt et al. [114].

The thermodynamic behavior of a system is typically determined
by its internal degrees of freedom, which rely on chemical and phys-
ical properties like inter-particle couplings and symmetry. While
these properties may not be easily altered, it is widely recognized
that the effect of internal properties on system dynamics can be con-
trolled by manipulating the symmetry of the external environment.
For instance, dynamical decoupling [145–148], spin locking [149, 150],
magnetic field cycling [17, 150, 151] and other symmetry switching
techniques [152] can influence the rates at which a spin ensemble
relaxes to thermodynamic equilibrium. These techniques allow the
internal variables (such as spin dipole-dipole or spin-rotation cou-
plings) to be probed, even though relaxation is characterized by
local, random interactions that fluctuate extremely rapidly relative to
coherent time scales.

For a given spin system, the near-zero-field regime is characterized
by inter-spin couplings that are significantly larger in magnitude than
couplings with external magnetic fields. One appeal of zero field
is the efficiency of nuclear spin hyperpolarization techniques close
to zero field, such as13C polarization via parahydrogen [153–155].
However, interference of other nuclei, especially those that possess
a quadrupolar moment, has been shown to tremendously reduce
polarization lifetimes and polarization transfer efficiency [156–158].

8.1 coherent averaging theory

Average Hamiltonian theory is a useful approximation technique in
quantum physics and especially in NMR to get analytical insight into
time-dependent Hamiltonians. Here the same concept is applied
to analyze the effect of a decoupling sequence on a simple model
system close to zero-field.

161
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Figure 8.1: Model spin system consisting of two coupled hydrogen nuclei
I = 1H and S = 2H in a constant magnetic field B0.

Model System

The analysis focuses on a dual-species system (see Figure 8.1), de-
noted as IS, where the relaxation of the I species is comparatively
slow in comparison to the strength of couplings with the S species
and the self-relaxation of S. The polarization lifetime of I is thus
limited by S, however, the limit may be overcome by dynamically
decoupling either spin from the other. The scenario is experimentally
applied to I nuclei of spin quantum number 1/2 (hydrogen-1) that
couple to S nuclei with nonzero electric quadrupole moment (spin
≥ 1, namely nitrogen-14 or deuterium).

Hamiltonian

The IS pair evolves freely via spin-spin and spin-field couplings (se
Figure 8.1) given by a Hamiltonian

Ĥ(JIS, B) =
2π JIS

ℏ
· Ŝ · Î − γI · Î · B − γS · Ŝ · B , (8.1)

where JIS is the strength of the coupling, B = {Bx, By, Bz} denotes
the magnetic field vector, γI and γS are the gyromagnetic ratios.
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Discrete Time Evolution

The system is assumed to experience pulsed magnetic fields at reg-
ular time intervals τ to rotate the spin state instantaneously and
periodically, such that

B(t) = B0 +
n

∑
j=1

Bjδ(t/τ − j) , (8.2)

where δ is the Dirac
1 function, B0 is the constant bias field and {Bj}

are the field pulse amplitudes. The spin density operator ρ̂ after n
pulse-delay events is expressed mathematically as

ρ̂(nτ) =
n

∏
j=1

ˆ̂Rj exp ( ˆ̂L0τ)ρ̂(0). (8.3)

Here superoperators { ˆ̂Rj}2 denote each transformation under the

pulsed fields, ˆ̂L0 is the Liouvillian superoperator defined by the
master equation

dρ̂

dt
= ˆ̂L0ρ̂ = ˆ̂Hρ̂ − ˆ̂Γρ̂ (8.4)

with

ˆ̂Hρ̂ = − i
ℏ
[Ĥ(JIS, B0)ρ̂ − ρ̂Ĥ(JIS, B0)] (8.5)

and ˆ̂Γ is the relaxation superoperator. For simplicity – and because in
the experiments later described the equilibrium polarization of the
spin system is negligible compared to that of the initially prepared
state – the thermal equilibrium density operator is ignored.

Coherent Averaging

Coherent averaging theory is used to transform the right-hand side
of Equation 8.3 into a simple form

ρ̂(nτ) = exp (Lnτ)ρ̂(0) , (8.6)

where L is the average Liouvillian. The lowest-order terms of L Note that L still has
the dimensions of a
superoperator. For
improved readability,
the double-hat ˆ̂·
notation is omitted.

1 Paul Dirac (1902–1984) was a British theoretical physicist who made groundbreaking
contributions to quantum mechanics and quantum field theory, including the
formulation of the Dirac equation and the prediction of the existence of antimatter,
and he was awarded the Nobel Prize in Physics in 1933.

2 The rotation superoperators ˆ̂R can be derived from rotation operators R̂ via ˆ̂Rρ̂ =
R̂ρ̂R̂−1.
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L = ˆ̂L(0) + ˆ̂L(1) + . . . (8.7a)
ˆ̂L(0) =

1
n ∑

j=1

ˆ̂L′
j (8.7b)

ˆ̂L(1) =
1

2n ∑
j=1,k<j

[ ˆ̂L′
j,

ˆ̂L′
k], (8.7c)

with

ˆ̂L′
j =

ˆ̂Rn
ˆ̂Rn−1 . . . ˆ̂Rj

ˆ̂L0
ˆ̂R−1

j . . . ˆ̂R−1
n−1

ˆ̂R−1
n , (8.7d)

are the most important to consider, but if τ−1 is fast compared to
both JIS and γ|B| then L = ˆ̂L(0) is a good approximation. In this
form the combined dynamic effects of ˆ̂H and ˆ̂Γ may be analyzed.

Decoupling under Selective and Collective XY4 Pulse Sequences

Three distinct scenarios for { ˆ̂Rj} are considered: For sake of reference,
the first is where all transformations

ˆ̂Rj =
ˆ̂1 (8.8)

equal an identity operation (no pulses i.e. Bj>0 = 0).
The second is where pulses rotate the I spin vector by π radians

alternately about x and y axes, leaving the S spin vector unchanged:

ˆ̂R1 = ˆ̂R(I)
x (π) ˆ̂R(S)

x (0) (8.9a)
ˆ̂R2 = ˆ̂R(I)

y (π) ˆ̂R(S)
y (0) (8.9b)

ˆ̂R3 = ˆ̂R(I)
x (π) ˆ̂R(S)

x (0) (8.9c)
ˆ̂R4 = ˆ̂R(I)

y (π) ˆ̂R(S)
y (0) (8.9d)

...

This repeated unit of the pulse sequence is denoted as XY4(I) and is
the zero-field analog of the Carr

3-Purcell sequence for I [159].

3 Herman Carr (1924–2008) was an American physicists and pioneer of magnetic
resonance imaging.
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Thirdly, both I and S are rotated by π alternately about the x and
y axes, which is denoted as XY4(I + S):

ˆ̂R1 = ˆ̂R(I)
x (π) ˆ̂R(S)

x (π) (8.10a)
ˆ̂R2 = ˆ̂R(I)

y (π) ˆ̂R(S)
y (π) (8.10b)

ˆ̂R3 = ˆ̂R(I)
x (π) ˆ̂R(S)

x (π) (8.10c)
ˆ̂R4 = ˆ̂R(I)

y (π) ˆ̂R(S)
y (π) (8.10d)

...

It can be shown in the latter scenarios that ˆ̂L(0) does not contain any
terms that are linear in the spin operator of the spin that is rotated.
As an example, XY4(I + S) eliminates all B0 terms from ˆ̂L(0) meaning
that the system behaves as if the field is zero. In contrast, XY4(I)
averages ÎxŜx, ÎyŜy and ÎzŜz to zero, so that the coupling between the
spins appears to vanish.

Figure 8.2 shows the effect of XY4 through matrix representa-
tions of contributions to ˆ̂L(0). Nonzero matrix elements are shaded
corresponding to tr(q̂† ˆ̂L(0) p̂) ̸= 0 for spherical tensor operators
p̂, q̂ ∈ {T̂l,m}; this basis is chosen for the representation since both ˆ̂Γ
and ˆ̂H matrices are block diagonal in the projection quantum num-
ber m. The first three columns represent each line of Equation 8.1
and confirm the behavior described above, wherein Figure 8.2b spin
coupling terms are absent and in Figure 8.2c the field B0 is averaged
to zero.

Figure 8.2 highlights the different spherical symmetry of the spin-
spin and spin-field couplings. The JIS coupling is invariant to the
global rotation of the quantization axis and therefore overall an-
gular momentum cannot be changed, so in the first column, only
basis operators with lp = lq and mp = mq are connected. The Zee-
man interaction, however, may connect operators with mp = mq

or mp = mq ± 1. Matrices for dipole-dipole relaxation and cross-
correlated [148] random field relaxation in the motional narrowing
limit represented in the two right-hand columns are also diagonal
in l and m, except for dipole-dipole relaxation under XY4(I) where
rotation symmetry is broken slightly. Due to the different symmetries,
contributions to ˆ̂L(0) do not share a common eigenbasis. This means
that eigenvalues of ˆ̂Γ generally do not equate to overall relaxation
rates, and, moreover, that overall relaxation of the system depends
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Figure 8.2: Symbolic matrix representations of ˆ̂L(0) for interactions within
a two-particle system comprising spin-1/2 (I) and spin-1 (S)
species. The representation is made in the spherical tensor op-
erator basis sorted by projection index m to illustrate block
diagonal properties, where gray lines demarcate blocks of dif-
ferent m. Shading corresponds to a nonzero matrix element of
ˆ̂L(0) between two basis operators, and the matrix dimension

equals the number of basis operators (2I + 1)2(2S + 1)2 = 36.
Three scenarios are presented: a free evolution, i.e. ˆ̂L(0) = ˆ̂L0,
b XY4 applied to the I spin, c XY4 applied to both I and S.
Analytical expressions for all matrix elements are provided in
the Supporting Information of Bodenstedt et al. [114].
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Figure 8.3: Pulse sequence comprising a periodic train of dc rotation pulses
of duration 4τp and effective flip angle π, which are separated
by a time delay τ. Alternate pulses are applied along the x and
y axes.

on the pulse sequence used. In this example, XY4(I) averages out
cross-correlated relaxation.

8.2 zero-field implementation of the xy4 pulse sequence

The results of the previous chapter (see Chapter 7) can be directly
applied to realize the XY4 pulse sequence at ultralow fields. Here,
composite π pulses in combination with magic ratios will be used
to apply selective and collective spin inversions on hydrogen-1, deu-
terium, and nitrogen-14.

Selective and Collective Spin Inversion

For I = 1H and S = 2H the nominal operation ˆ̂R(I)
x (π) ˆ̂R(S)

x (0) is
approximated using a composite of three dc pulses (Figure 8.3 that
rotates the I spin first by π/2 about the x axis, then π about y and
finally π/2 about x, since for the ratio u = γS/γI ≈ 0.154 in this
case it is found that

ˆ̂R(I)
x (π/2) ˆ̂R(I)

y (π) ˆ̂R(I)
x (π/2) = ˆ̂R(I)

x (π) (8.11a)
ˆ̂R(S)

x (uπ/2) ˆ̂R(S)
y (uπ) ˆ̂R(S)

x (uπ/2) ≈ ˆ̂R(S)
x (0). . (8.11b)

If pulse flip angles are multiplied by v to approximate π/2 and
π rotations on the S spin, the same dc pulse sequence can be used
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Figure 8.4: Experimental benchmark of XY4. Data points show amplitudes
of the z-magnetization following four phase-cycled composite
pulses κ. The solid line gives the fit to the analytical model
R̂zz(κ) = [1091 − 1232 cos(2θ) + 88 cos(4θ) + 848 cos(6θ) +
764 cos(8θ) + 368 cos(10θ) + 104 cos(12θ) + 16 cos(14θ) +
cos(16θ)]/2048 using θ = 2πvκ.

to produce R(I)
x (π)R(S)

x (π) transformations, provided that v is odd
and (1 − |vu|) is less than the error-compensation bandwidth of the
overall rotation [128]. Here v = 7 yields

ˆ̂R(I)
x (vπ/2) ˆ̂R(I)

y (vπ) ˆ̂R(I)
x (vπ/2) = ˆ̂R(I)

x (π) (8.12a)
ˆ̂R(S)

x (vuπ/2) ˆ̂R(S)
y (vuπ) ˆ̂R(S)

x (vuπ/2) ≈ ˆ̂R(S)
x (π) . (8.12b)

Consequently, XY4(I) and XY4(I+S) can be implemented using dc
pulses.

Figure 8.4 shows the spin inversion profile for the two scenarios
(Figure 8.4a and Figure 8.4b) for a full XY4 pulse cycle. Figure 8.4c
shows that for v = 13 collective spin inversion can also be achieved
for the I = 1H and S = 14N spin pair (here 2H spins are almost not
affected by the pulse sequence).

Numerical Simulations

Numerical simulations demonstrate that both versions of XY4 are
highly accurate when applied using DC pulses of finite length. For
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Figure 8.5: Numerically simulated trajectories of I-spin polarization along
the z axis during the sequence shown in Figure 8.3. Represen-
tative values J = 2.5 Hz, and τ = 0.01 s are used. Each plot
shows trajectories for a different dimensionless magnetic field
B′

0 ≡ {0, 0, |(γI − γS)Bz/(2π JIS)|} in the crossover regime be-
tween strong and weak internuclear coupling, where the z com-
ponent is marked in the black ovals. Three curves are shown,
which correspond to cases of (black, τp = 0 s) no applied pulses,
where a clear change in dynamics is observed through the
crossover, (blue, τp = 46 µs) XY4 pulses on the I spin only,
resulting in decoupling and a stationary I-spin polarization,
plus (red, τp = 7 × 46 µs) XY4 pulses on both spins to impose
zero-field conditions, resulting in polarization oscillations.
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example, Figure 8.5 shows the evolution of a 1H-2H spin pair starting
from ρ̂(0) = Îz/ℏ versus the number of XY4 cycles applied. EachNote that the thermal

equilibrium density
operator is ignored

here.

panel shows a different condition of a dimensionless magnetic field

B′
0 ≡


0

0∣∣∣(γI − γS) · Bz
2π JIS

∣∣∣
 (8.13)

between strong and weak coupling regimes. The strong coupling
regime is marked by |B′

0| < 1 and corresponds to the plots in the
left-hand column, while weak coupling is marked by |B′

0| ≫ 1.
In the simulation, JIS = 2.5 Hz is chosen as a typical coupling
between 1H and 2H nuclei attached to adjacent carbon atoms in an
aliphatic chain, thus the range of Bz is nT to 700 nT, and the interval
between pulse centers, τ = 0.01 s is much shorter than 1/JIS = 0.4 s.
Differences between the curves are immediately seen. In the case of
free evolution nearest to zero fields (black curves, |B0

′| = 0.1), the
expectation value of Îz oscillates at a frequency JIS corresponding to
polarization exchange back and forth with S. At the high-field end,
the expectation value is roughly constant because the secular part of
the Hamiltonian commutes with Îz.

In agreement with the analysis presented earlier, all XY4(I) and
XY4(I + S) trajectories are invariant across the range of Bz and con-
verge to the free-evolution system behavior in the high- and zero-field
limits. The simulations therefore confirm that the error(

1 −
γ1H

7γ2H

)
≈ 0.06 (8.14)

lies within the inversion bandwidth of the pulses (see Figure 8.4) and
that the phase cycle compensates for residual imperfections.

Pulsed Induced Relaxation

The long-term fidelity of composite π-pulse trains in combination
with XY4 phase cycling was also validated. Figure 8.6 shows fitted
phases and amplitudes of the π/2 1H precession signal in water
following the sequence shown in Figure 3a of the main text. Pulse
lengths τp were set equal to v = 1 (blue), v = 7 (orange) and v = 13
(green) times the π/2 dc pulse length for 1H, corresponding to
coincident π rotations on 2H or 14N.
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Figure 8.6: Phase (a) and normalized amplitude (b) of a proton precession
signal after a variable number of XY4 pulses.

The time between two composite π-pulses was fixed to τ = 10 ms,
resulting in an overall delay between pre-polarization and acquisition
of between τ = 0 ms and τ = 1200 ms. The signal amplitudes were
fit to an exponential decay function ∝ exp(−Npulsesτ/T′

1) shown by
the dashed gray lines in Figure 8.6b, where the plotting curves all
have the same time constant T′

1 = 2.0(1) s. These data indicate that
Within experimental error the relaxation rate does not depend on
v, and from here it is concluded that no additional decoherence is
introduced by the DC pulses.

Shimming Procedure

In the absence of decoupling pulse sequences, it is challenging to
impose a truly zero field at the location of the NMR sample. On our
experimental setup, the sample is placed in a four-layer MuMetal
and ferrite shield to screen out Earth’s field by a factor of ∼ 10 × 103,
leaving residual fields on the order of 1 nT to 10 nT. These residual
fields can be partially compensated for in the x, y, and z direction
by applying direct current to coils located inside the shield. The
compensation field along each axis is typically determined from
shifts in the nuclear Larmor frequency as a function of applied
compensation current during the measurement period. However, the
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Figure 8.7: Zero-field shimming via effective 1/T1 relaxation rate. (a) fast-
field-cycling pulse sequence to measure effective decay rate near
zero field, for the water sample; (b) fitted monoexponential
relaxation rates vs bias field along the z axis; (c) variation in
average relaxation rate across the central resonance feature in
(b) vs x and y bias magnetic fields. The lightest-shaded pixels
indicate the best estimate of zero field.

precision of the correction field is limited by the spin relaxation time
T∗

2 .
An alternative method is through indirect probing of near-zero-

field Rabi oscillations as shown in Figure 8.7. The amplitude of the
NMR signal after switching to a high field for detection (Figure 8.7a
exhibits approximately monoexponential decay behavior as a func-
tion of the time delay between polarization and detection events. The
decay rate is equal to the sum of the intrinsic T1 relaxation rate of
the sample as well as an additional, effective, contribution due to
residual fields orthogonal to the polarization and detection magnetic
fields. As shown in Figure 8.7b, the contribution of the perpendicular
field is significant at 1H Larmor frequencies below 0.5 Hz (consistent
with residual fields being on the order of 10 nT) resulting in the
central or “zero-field resonance” feature seen in the plot.

Point-by-point adjustment of the perpendicular field can reduce
the magnitude of the zero-field resonance feature as shown in Fig-
ure 8.7c. Each pixel in the two-dimensional plot represents the mean
effective relaxation rate across the region γHBz between ±0.5 Hz,
corresponding to the region shaded in Figure 8.7b; this mean should
be minimized at exactly zero field. The data indicate that the best es-
timate of zero field is obtainable within an uncertainty of 1 nT to 2 nT.
However, while precise, the procedure is extremely time-consuming
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Figure 8.8: Optical-magnetometer-detected NMR spectra of the CH2OH
and CD3 subsystems at 4.46 µT showing single unresolved reso-
nances for 1 H and 2 H. Respective Larmor frequencies are 191

Hz and 29 Hz and full-widths-at-half-maximum are 1.63(4)Hz
and 1.05(23)Hz. Other peaks including 50 Hz and harmonics
are due to background technical noise in the laboratory.

and must be repeated every time the magnetic shield is opened (for
instance, to perform maintenance or to change the sample).

8.3 scalar relaxation effects due to deuterium

Experimental – anhydrous trideuterated ethanol (CD3CH2OH, 99.9 %
pure liquid) is chosen as a material to experimentally investigate
scalar relaxation near zero field, albeit a more challenging system to
analyze than the IS spin pair since it contains six spins in total. The
two 1H nuclei in the CH2 group are scalar coupled to 2H spins in
the CD3 with a coupling constant of 3 JHD = 1.2 Hz [158] and are also
coupled with the third 1H nucleus (OH) with 2 JHH = 5.4 Hz [160].
In the high-field limit, therefore, all 1H spins are regarded as cou-
pling strongly to one another and weakly to 2H. The resulting NMR
spectrum contains one broad unresolved line per spin species (Fig-
ure 8.9a) [158].

Since 1H spins couple to one another strongly, the relaxation of
their total magnetization ∝ T(I)

10 is quantified by a single exponential
time constant, T1(1H). The dependence of T1(1H) on Bz is measured
using a fast-field cycling protocol and presented in Figure 8.9b. The
method involves first pre-magnetizing the spins in a Bz = 20 mT
magnetic field, allowing them to relax for a time τrelax near Bz = 0,
and finally returning to Bz = 4.46 µT where a free-precession signal
is detected, of amplitude proportional to exp(−τrelax/T1(

1H)).
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During τrelax spins may evolve freely or under the constraint of XY4

pulse trains (τp = 46 µs for I, τp = 324 µs for I+S using v = 7, τ =
0.01 s). Qualitatively the dispersion of relaxation rates in Figure 8.9b
is consistent with coherent averaging theory where for both XY4(I)
(blue) and XY4(I+S) (red) curves the rate is constant across the range
−0.5 µT < Bz < 0.5 µT, where L(0) should not depend on B0. The
rate difference between XY4(I) and XY4(I+S) is then attributed to
scalar relaxation and amounts to 0.5(1) s−1 in the ethanol system
– in other words, that the 1H relaxation time is almost doubled
when the coupling to 2H is the dominant coherent interaction. For
comparison, Figure 8.9cc shows relaxation rates for 1H in a sample
of pure water (1H2O). As H2O contains only 1H spins, XY4(I) and
XY4(I+S) dynamical decoupling sequences are effectively the same,
and no rate differences are observed.

There also occurs below |Bz| = 50 nT a large increase in the appar-
ent relaxation rate for both CD3CH2OH and H2O in the case of free
evolution (black curves in Figure 8.9b and Figure 8.9c). The behavior
is attributed to non-secular components Bx and By of the background
field of order 10 nT, which switches the axis of Larmor precession
away from Bz during τrelax. This hypothesis is confirmed by manual
adjustment of the background field to set Bx = By = 0 and eliminate
the feature (see Supporting Information Figure 8.7). However, such
a process is extremely time-consuming and due to field drifts must
be performed regularly. The absence of the feature for XY4 data
indicates that dynamical decoupling is a faster and more reliable
method to obviate the effects of residual fields, and is consistent with
the absence of B0 terms from the lowest-order average Liouvillian.

8.4 scalar relaxation due to nitrogen-14

Finally, nitrogen-14 is another spin-1 species abundant in organic
compounds such as amines, peptides, and ammonium salts. In many
of these compounds, it is found that protic exchange at the nitro-
gen atom provides efficient pathways for spin decoherence[161–163].
However, in non-exchanging systems the decoherence mechanisms
due to 14N-1H couplings appear to be much weaker, even negli-
gible. This is shown by the 1H relaxation dispersions plotted in
Figure 8.11a-d where for a selection of 14N-containing compounds in
D2O solution (≈ 2 M), there is no measurable difference between the
free evolution, XY4(1H) or XY4(1H+14N) scenarios despite heteronu-
clear J couplings of a few Hz [164–166], similar in magnitude to those
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Figure 8.10: 1H NMR spectrum of 14NEtMe3Br at 7.0 T, with horizontal axis
in units of 1H chemical shift (frequency 300 Hz/ppm)

found in [2,2,2-d3]-ethanol. The hypothesis of weak heteronuclear
coupling is supported by a lack of dependence on the point symme-
try of the nitrogen atom, which influences the magnitude of the 14N
nuclear quadrupole moment and thus 14N relaxation rate. It could be
argued that the lower number of spin states to which 1H nuclei may
couple, (2S + 1) = 3 in mono-14N compounds (Figure 8.11a-c) com-
pared with (2S + 1)3 = 27 in [2,2,2-d3]-ethanol, limits heteronuclear
decoherence effects to below 100 nT total field. Yet, even in this cen-
tral region, the XY4 sequences should distinguish the 14N-induced
decoherence from effects of residual Bx and By components, and
neither curve in Figure 8.11 shows significant field dependence.

8.5 real-time polarimetry of hyperpolarized nuclear

spins

The same XY4 pulse sequence was also used to monitor the polar-
ization level of a hyperpolarized solution non-destructively and in
real-time (see Figure 8.12). As described in detail in Mouloudakis et
al. [75], the continuous flipping of the 13C nuclear spins in pyruvate
does any measurable increase in relaxation allowing the monitoring
of the relaxation decay with T1. Previously the sample was hyperpo-
larized via dissolution DNP.
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Figure 8.11: Fitted monoexponential relaxation rates for the 1H signal
of 14N compounds solvated in D2O: (a) tetramethylammo-
nium bromide, N(CH3)4Br; (b) ethyltrimethylammonium bro-
mide, N(CH3)3(CH2CH3)Br; (c) tetraethylammonium bromide,
N(CH2CH3)4Br; (d) pyrazine, C4HN2. Colors represent the dy-
namical decoupling conditions: (black) no pulses, free evolu-
tion; (blue) XY4(1H); (red) XY4(1H+14N) using v = 13.
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Figure 8.12: The NMR signals recorded for 0.08 M hyperpolarized [1-
13C]-pyruvate under 13C XY4, τ = 50 ms. Upper panel Bz
data are obtained after portioning the hyperpolarized solu-
tion into two 1.0 cm3 aliquots, each stored at 5 mT and then
placed sequentially next to the zero-field OPM. Red curves
show monoexponential decays with fitted decay time constant
T1(zero field) = 24(1) s. The lower panel data were obtained
with a single aliquot, by alternating 1-s acquisition periods at
zero field with 8-s storage periods at 30 µT. Signal loss in be-
tween acquisition periods is attributed to natural decay, fitted
by the red curve to T1(30 µT) = 24(1) s, which within error is
equal to T1(zero field).



C O N C L U S I O N

In this thesis, nuclear spin dynamics and relaxation phenomena were
investigated in unconventional magnetic field regimes, i.e. at field
strengths both above and significantly below that of Earth’s mag-
netic field, using detection methods based on OPMs. Prior to this
work, the unique magnetic field characteristics of this regime posed a
challenge: it was too weak for inductive detection but too strong for
zero-field magnetometers, limiting its exploration to techniques rely-
ing on SQUIDs. In this thesis, nuclear spin dynamics and relaxation
phenomena were observed in unconventional magnetic field regimes,
i.e. at field strengths above and far below that of the Earth’s field,
using detection based on OPMs. The research described in this thesis
expands the applicability of OPMs to this specific magnetic field
regime. By combining different OPM sensor strategies, it demon-
strates continuous optical NMR detection across the entire spectrum,
ranging from zero-field to fields measuring hundreds of microtesla.
This sensor strategy is then combined with the versatile fast-field-
cycling toolset, paving the way for a new category of experiments
within the field of NMR.

thesis summary

The obstacle of not having a suitable sensor was solved in this thesis
by combining different magnetometer strategies (Chapter 1). Whereas
most applications require the magnetometer to be sensitive in a fixed
frequency regime for which it can be optimized, the experiments of
this thesis required the magnetometer to be sensitive at frequencies
from 0 Hz to few kHz. Whereas concepts for realizing magnetometers
operating well on either end of this range existed (SERF and RF
magnetometers), a main contribution of this thesis (Chapter 2) was
finding operating conditions where acceptable sensitivity could be
achieved over a broad range of frequencies via rapidly tuning the
magnetometers resonance frequency. Further modifications, mostly in
the form of coils and temperature control, allowed the magnetometer
to be used for NMR.

High-field NMR incorporates well-established techniques and of-
fers some advantages compared to ZULF NMR, such as high chem-
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ical specificity due to relatively strong signals and the ability to
resolve small chemical shifts. However, it comes with certain draw-
backs, including a larger size, greater weight, higher power consump-
tion, and increased cost. Furthermore, high-field NMR is limited to
samples that can be placed inside a high-field magnet. While the
high magnetic field strength is arguably the most significant asset
of high-field NMR, it can also be its greatest weakness for certain
applications. This includes scenarios such as NMR within metal con-
tainers, liquids embedded in porous materials, or samples containing
magnetic impurities or other broadening/damping mechanisms. In
these circumstances, ZULF NMR methods may compete with and
even outperform their high-field counterparts, which is the primary
focus of Chapter 3 to Chapter 5.

Using high-resolution spectroscopy as an example, as detailed
in Chapter 4, this thesis explores the potential of the ULF regime
for estimating the J-coupling constant, a parameter closely tied to
a molecule’s chemical structure. By making certain assumptions,
including equal initial polarization, uniform sensitivity, and high-
field limitations due to gradient broadening, the thesis demonstrates
that the ULF regime may represent the optimal field strength, mini-
mizing statistical uncertainty, for estimating the J-coupling constant
in heteronuclear spin systems like CF3CH2OH or 13CH2OH with
long-lived coherences (see Chapter 5).

Another significant application and one of the primary motiva-
tions behind developing the tunable magnetometer were the mea-
surements of NMRD in systems characterized by random molecular
Brownian motion with long coherence times, such as it is expected
for, e.g., surface adsorption phenomena in porous materials. As de-
tailed in Chapter 6, the combination of FFC with a tunable OPM field
sensor has successfully enabled the measurement of longitudinal
relaxation rates up to tens per second, spanning from nanotesla to
millitesla field strengths. Importantly, this approach marked the first
instance where the low-frequency plateau of longitudinal relaxation
rates could be directly measured for systems exhibiting correlation
times as long as tens of milliseconds.

The thesis concludes with two chapters that discuss and demon-
strate approaches to enhance nuclear spin control in the ZULF regime.
DC pulses, which logically correspond to resonant RF pulses at high-
field NMR, lack not only selectivity and precision but also the error
tolerance crucial for complex dynamical decoupling sequences. To
address these challenges, several methods are developed as outlined
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in Chapter 7. These pulses find application in tasks such as decou-
pling small residual magnetic fields and play an essential role in the
successful implementation of the real-time polarimetry method, as
elaborated in Chapter 8.

operating regimes and the validity of approximations

in physical models

While a large part of the thesis is dedicated to practical applications of
ZULF NMR, the thesis also studies the pure physics of spin systems
(both atomic and nuclear) in these unconventional regimes. This
provides examples of some fundamental concepts in physics, notably
the importance of approximations in physical models, their validity,
and their limits.

In high-field NMR, the secular approximation of the J-coupling
Hamiltonian often allows for a robust approximation of eigenstates
using the angular momentum operators parallel to the magnetic field.
This results in a diagonal Hamiltonian that simplifies the prediction
of resonance properties such as amplitude and frequency through
the application of quantum numbers and transition rules.

In ZULF NMR, similar approaches and approximations can be
employed, at least for spin systems like AnXm. However, these meth-
ods become less reliable when the magnitudes of the J-coupling and
Zeeman interactions become comparable. In such cases, the resulting
eigenstates can be challenging to associate with quantum numbers,
and it may be difficult, or even impossible, to determine transition
rules. Low-order perturbation theory fails to predict the system’s
eigenstates under these conditions.

This thesis explores the implications of pushing the limits of these
approximations and their impact on spectroscopy, with a particular
focus on Chapter 4 and Chapter 5. These chapters investigate the
transition from the strong coupling to the weak coupling regime and
shed light on the consequences of this shift.

In addition to the approximations that impact the system’s Hamil-
tonian, this thesis also explores the impact of ULF NMR on the
secular approximation of the relaxation super-operator. Because of
the distinct symmetry and the possibility that resonance frequencies
may be comparable to the relaxation terms, the typical assumptions
regarding simplifying the relaxation super-operator do not apply in
the ULF regime. This topic is briefly addressed in Chapter 5 and
serves as a motivation for further research in this area.
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The atomic physics component of the thesis also highlights sig-
nificant changes in the system’s behavior under various operating
conditions. While certain aspects of physics can be accurately de-
scribed under extreme conditions, such as extremely low or high
polarization and low or high magnetic fields, the thesis delves into
the system’s behavior in intermediate regimes where analytical solu-
tions have not been established to date. This constitutes one of the
central topics of Chapter 1.

analogies between atomic and nuclear spin physics

Another significant finding in this thesis centers on the numerous
parallels between the fields of NMR and atomic physics. Atomic
and nuclear spin physics share intrinsic similarities, as both domains
revolve around the concept of spin and its interactions. However, in
recent decades, these two fields have seemingly diverged, mainly
due to their distinct focuses on different applications. NMR has
achieved notable success in chemistry, structural biology, and chem-
ical imaging, while atomic physics is primarily employed to inves-
tigate fundamental quantum mechanics and explore light-matter
interactions, leading to applications in quantum sensing, computing,
and communication.

This divergence often obscures the many similarities between both
fields. For instance, the SERF effect, as discussed in Chapter 1, can
be analogously understood as akin to the motional narrowing phe-
nomenon, also known as extreme narrowing in NMR, explored in
Chapter 5 and Chapter 6. Both phenomena result in a reduction of
resonance linewidth due to the random motion of particles.

Additionally, the scalar coupling in NMR, as discussed in Chap-
ter 3, has a mathematical equivalence to the hyperfine coupling
between electronic and nuclear spins within atoms, as covered in
Chapter 1. In this sense, the strong and weak coupling regimes,
as detailed in Chapter 4, are direct consequences of the Zeeman

and Paschen
4-Back

5 effects. These intriguing similarities give rise
to selection rules for zero-field spectra that mirror magnetic dipole
transitions in atoms, as discussed in Appendix D.

4 Friedrich Paschen (1865–1947) was a German physicist who made significant contri-
butions to the understanding of atomic spectra and the Paschen series of spectral
lines.

5 Ernst Emil Alexander Back (1881–1959) was a German physicist who is most notably
know for his contribution in discovering the Paschen-Back effect and measuring.
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Analogously, SR2K (as discussed in Chapter 8) exhibits similari-
ties to the relaxation of nuclear spins in atoms influenced by spin-
exchange collisions, as discussed in Chapter 1. To delve further into
the specifics, the relaxation description originally developed to eluci-
date the SERF effect [30] (Chapter 1), which relies on superoperators,
Liouville brackets, and a spherical operator basis, closely parallels
the relaxation description employed in NMR [167] (Chapter 5).

outlook

High-field NMR methods have enjoyed a substantial head start over
several decades, and they undoubtedly bring numerous advantages
to the table for a wide range of applications. ZULF NMR methods,
although relatively newer in comparison, have made remarkable
strides in recent years. While high-field NMR continues to dominate
in many areas, these emerging techniques may find their unique
niches, expanding and complementing established high-field meth-
ods. Addressing the challenges that lie ahead will be crucial to
establishing these innovative approaches and enable them to be-
come increasingly competitive alternatives for applications currently
unavailable or dominated by other NMR methods.

The most pressing issue in this regard is the improvement of SNR,
achieved through both sensor optimization and signal amplification.
Estimations for the theoretical sensitivity limit of OPM based mag-
netometers appear promising when directly compared to inductive
detection. They suggest that current realizations of OPMs are still
far from reaching these quantum-limited sensitivities, potentially
outperforming inductive detection across a broader frequency range.

Regarding signal amplification, promising approaches are found
in the field of nuclear spin hyperpolarization. Specifically, methods
based on parahydrogen [153–155] emerge as strong candidates due
to their efficiency at fields close to zero, eliminating the drawback of
low thermal polarization at low fields.

In spectroscopy, an unresolved challenge is the complexity of
ZULF spectra, particularly for larger spin systems. Because they are
insensitive to chemical shifts, zero-field spectra often prove difficult
to analyze due to the substantial potential for resonance overlap.
Advanced spectroscopy methods, such as spectral filtering or two-
dimensional spectroscopy techniques, are being developed and may
have the potential to solve some of these issues in a similar way as
two-dimensional NMR revolutionized chemical structure analysis.
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In the field of NMRD, the magnetometer’s dead time currently
poses a limitation on the utilization of chemical systems character-
ized by stronger molecular interactions and interfaces with hydrogen
bonding, which exhibit faster relaxation rates. Theoretically, employ-
ing Q-switching of the optical pumping beam, as demonstrated in
Cooper et al. [57], represents a technique to accelerate and control the
magnetometer’s recovery following magnetic field pulses, thereby di-
minishing the dead time to less than the field switching time, which
is well below 1 ms, all while maintaining sensitivity [55].

Finally, there is also the prospect of completely new applications
involving ZULF NMR experiments in combination with OPMs in the
field of magnetometry or fundamental research.
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A
M AT H E M AT I C A L N O TAT I O N , D E F I N I T I O N S A N D
D E R I VAT I O N S

This chapter contains information about the mathematical notation
and some additional definitions and derivations that are used within
the thesis.

a.1 einstein notation

The Einstein
1 summation convention is assumed within this thesis,

i.e. aibi = ∑i aibi, where the sum is over all valid indices that appear
twice (here only i).

a.2 notation for fields

In other words, the
overline notation c
will not be used to
indicate complex
conjugation.

Let c = a + bi ∈ C be an element in the field of complex number C.
The asterisk ·∗ is used to describe the complex conjugate

c∗ = a − bi (A.1)

of a complex number.

a.3 notation for vector spaces

In this thesis, this will mainly be the 3D vector space R3 or C3.

1 Albert Einstein (1879–1955) was a renowned theoretical physicist whose revolu-
tionary theory of relativity transformed our understanding of space, time, and the
nature of the universe.
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Vectors

Upright boldface type as in v = (v1 . . . vn). Unit vectors along the
coordinate axis x, y and z are indicated by ex, ey and ez. Within
standalone equations

v ≡ |v⟩ ≡


v1
...

vn

 (A.2)

vectors may sometimes be alternatively represented by column ma-
trices of length n.

If the vector space is equipped with an inner product ⟨·, ·⟩, it is
represented by the dot operator a · b = ⟨a, b⟩.

Matrices

Italic type with a “hat" as in Â. Matrix elements

Â ≡


A11 A12 · · · A1n

A21 A22 · · · A2n
...

...
. . .

...

Am1 Am2 · · · Amn

 (A.3)

are indicated by Aji. The identity matrix is 1̂. For matrices, the dot
operator · represents matrix multiplication.

The ·⊺ symbol is used to describe the transpose of a matrix

(Â⊺)ij = Aji (A.4)

and the ·∗ asterisk for the complex conjugate

(Â∗)ij = A∗
ij . (A.5)

Finally, ·† describes the conjugate transposeSometimes also
known as Hermitian

transpose. (Â†)ij = ((Â∗)⊺)ij = ((Â⊺)∗)ij = A∗
ji (A.6)

of a matrix Â.

a.4 notation for hilbert spaces

A Hilbert space H is a vector space equipped with an inner product
⟨·, ·⟩.
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Operators

For operators, i.e. linear maps within a Hilbert space, the same
notation as for matrices will be used. For operators Â and B̂ the dot
operator represents composition Â · B̂ ≡ Â ◦ B̂.

Tensor Operators

Tensor operators borrow the notation of mathematical tensors (here
called pure tensors), which describe multilinear relationships between
algebraic objects. However, in contrast to pure tensors, the strict
distinction between contra- and covariant vectors/indices is often
diluted and there is no generally established notation regarding the
position of indices over different subfields in physics2. Additionally,
pure tensors are defined as multilinear maps into a field F i.e. the
function value is a scalar, whereas tensor operators are used as
multilinear maps into a Hilbert space H i.e. the function value is an
operator.

Within this thesis, mainly three different types of tensor operators
are used. Simple operators Â can be seen as scalar tensor operators
with rank zero . sometimes the term

“order” is preferred
over the term “rank”
to avoid confusion
with the rank of a
matrix

Vector operators

B̂ ≡ (B̂0 . . . B̂n) (A.7)

are often called rank one tensor operators. Most vectors will be in 3D,
i.e. B̂ = (B̂x B̂y B̂z). A dot product between two vector operators â
and B̂ should be interpreted according to the definition of the inner
product

Â · B̂ = Â1 · B̂1 + · · ·+ Ân · B̂n = Âi · B̂i . (A.8)

2 To be consistent with the literature, in most parts of this thesis, there will be
no distinction between co- and contravariant vectors/indices. Their difference is
manifested mainly during basis transformations which will not occur very often
in this thesis. In contrast to other fields of physics, quantum mechanics often
prefers orthonormal basis vectors with basis transformations given by unitary
operators which eliminates some of the differences between contra- and covariant
vectors. However, there would be some advantages in using them even in quantum
mechanics, e.g. it would provide an intrinsic explanation of why coordinates (=
contravariant tensors) transform differently than the basis tensors (= covariant
tensors) (see Equation B.22).
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Rank two tensor operators

Â ≡


Â11 Â12 · · · Â1n

Â21 Â22 · · · Â2n
...

...
. . .

...

Âm1 Âm2 · · · Âmn

 (A.9)

can be expressed as a matrix of operators Âij. In most cases, this will
be an element of the product space of two 3D spaces i.e.

Â ≡

Âxx Âxy Âxz

Âyx Âyy Âyz

Âzx Âzy Âzz

 . (A.10)

Spin Operators

All spin operators are defined in units of angular momentum (i.e.
they are defined with ℏ). For Spin-1/2 the following conventions are
used:

Ŝ = (Ŝx Ŝy Ŝz) (A.11)

Ŝx =
ℏ
2

σ̂x Ŝy =
ℏ
2

σ̂y Ŝz =
ℏ
2

σ̂z (A.12)

σ̂x =

(
0 1

1 0

)
σ̂y =

(
0 −i

i 0

)
σ̂z =

(
1 0

0 −1

)
(A.13)

Raising Ŝ+ and lowering Ŝ− operators are defined as

Ŝ± = Ŝx ± iŜy . (A.14)

Rotation Operators

Spatial or spin rotations about the vector n by the angle ϕ are de-
scribed by the 3D rotation group (SO(3)) and special unitary group
(SU(2)) and can represented by rotation operators R̂(ϕ, n). Rotation
about the coordinate axis may be written as R̂x(ϕ), R̂y(ϕ) and R̂z(ϕ).

Spin rotations

R̂(ϕ, n) = e−iϕ n·Ŝ
ℏ (A.15)

can be expressed via the spin operators Ŝ.
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In contrast, spatial rotations

R̂(ϕ, n) = e−iϕ n·L̂
ℏ (A.16)

can be expressed via orbital angular momentum operators L̂.

a.5 notation for product spaces

For B̂B ∈ B and ĈC ∈ C the product

Â = B̂B ⊗ ĈC =


B11Ĉ · · · B1nĈ

...
. . .

...

Bn1Ĉ · · · BnnĈ



=



B11C11 · · · B11C1m · · · B1nC11 · · · B1nC1m
...

. . .
...

. . .
...

. . .
...

B11Cm1 · · · B11Cmm · · · B1nCm1 · · · B1nCmm
...

. . .
...

. . .
...

. . .
...

Bn1C11 · · · Bn1C1m · · · BnnC11 · · · BnnC1m
...

. . .
...

. . .
...

. . .
...

Bn1Cm1 · · · Bn1Cmm · · · BnnCm1 · · · BnnCmm



=



A11,11 · · · A11,1m · · · A1n,11 · · · A1n,1m
...

. . .
...

. . .
...

. . .
...

A11,m1 · · · A11,mm · · · A1n,m1 · · · A1n,mm
...

. . .
...

. . .
...

. . .
...

An1,11 · · · An1,1m · · · Amn,11 · · · Amn,1m
...

. . .
...

. . .
...

. . .
...

An1,m1 · · · An1,mm · · · Amn,m1 · · · Ann,mm



=


A11 · · · A1(nm)

...
. . .

...

A(nm)1 · · · A(nm)(nm)



(A.17)

represent an element of the product space B ⊗ C. Here, · ⊗ · rep-
resents the Kronecker

3 product. The matrix is expressed in the
product basis.

3 Leopold Kronecker (1823–1891) was a German mathematician known for his founda-
tional contributions to number theory and his advocacy for a rigorous and axiomatic
approach to mathematical reasoning.
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Matrix indices may be written as Akl,ij where (k, i) refers to sub-
space B and (l, j) refers to subspace C.

If the subscript is already used (e.g. to indicate the coordinate axis
for rotation or spin operators like R̂x(ϕ)) the operator only acting on
the subspace may alternatively be written as R̂(B)

x (ϕ).
If an operator â, that is part of a product space B ⊗ C, only acts on

the subspace B, the following notation is used

Â = ÂB ⊗ 1̂C =



A11 · · · 0 · · · A1n · · · 0
...

. . .
...

. . .
...

. . .
...

0 · · · A11 · · · 0 · · · A1n
...

. . .
...

. . .
...

. . .
...

An1 · · · 0 · · · Ann · · · 0
...

. . .
...

. . .
...

. . .
...

0 · · · An1 · · · 0 · · · Ann


. (A.18)

An operator

B̂ = 1̂A ⊗ B̂B =



B11 · · · B1n · · · 0 · · · 0
...

. . .
...

. . .
...

. . .
...

Bn1 · · · Bnn · · · 0 · · · 0
...

. . .
...

. . .
...

. . .
...

0 · · · 0 · · · B11 · · · Bn1
...

. . .
...

. . .
...

. . .
...

0 · · · 0 · · · Bn1 · · · Bnn


. (A.19)

only acting on the B system can be defined analogously.

a.6 notation for liouville spaces

A space of operators called a Liouville space AL, is a Hilbert space
itself under the Frobenius/Hilbert-Schmidt inner product.
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Vectors

An operator, i.e. an element Â ∈ AL of this space, may be written as

Â ≡


A11 · · · A1n

...
. . .

...

An1 · · · Ann

 ≡ |Â⟩L ≡



A11
...

A1n
...

An1
...

Ann


L

≡



A1
...

An
...

A(n−1)×n+1
...

An×n


L

(A.20)

The dimension dimAL = n2 of the Liouville space is the squared
value of the dimension dimA = n of its corresponding Hilbert

space.

Inner Product

For matrices/operators Â and B̂ the Frobenius/Hilbert-Schmidt

inner product

⟨Â, B̂⟩ = Tr Â†B̂ = A∗
ijBij (A.21)

is used.

Superoperators

A superoperator [168] ˆ̂C is a linear operator that acts on elements/vec-
tors of a Liouville space. Let Â ∈ AL be an operator. The matrix
elements for ˆ̂Cji

B1
...

Bn×n


L

=


C11A1 + · · ·+ C1(n×n)An×n

...

C(n×n)1An×n + · · ·+ C(n×n)(n×n)An×n


L

=


C11 · · · C1,n×n

...
. . .

...

C(n×n)1 · · · C(n×n)(n×n)


L⊗L

·


A1
...

An×n


AL

(A.22)
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define how the superoperator ˆ̂C acts on Â. Here B̂ ∈ AL is also an
operator in the same Liouville space. If dimAL = dim2 A = n2

then the corresponding superoperator has (n2)2 = n4 elements.
Whereas any linear operator over a finite vector space can be ex-

pressed as a matrix once a basis is defined, some superoperators
can be described in an even more compact way. For every oper-
ator B̂ ∈ AL the following linear maps fulfill the definition of a
superoperator:

ˆ̂L(B̂) : AL → AL; Â 7→ B̂Â (A.23)
ˆ̂R(B̂) : AL → AL; Â 7→ ÂB̂ (A.24)

ˆ̂B : AL → AL; Â 7→ [B̂, Â] = B̂Â − ÂB̂ (A.25)

a.7 reduced density operators

The following derivations make use of the completeness relation for
the Pauli

4 matrices that can be written as follows

σ̂αβ · σ̂γδ ≡ σ̂x,αβσ̂x,γδ + σ̂y,αβσ̂y,γδ + σ̂z,αβσ̂z,γδ = 2δαδδβγ − δαβδγδ

(A.26)

and the definition of matrix multiplication

(â · b̂)ij = aikbkj . (A.27)

The partial trace TrB â is over B for an operator â within a product
space A⊗B is given by

(TrB â)i,j = aik,jk . (A.28)

4 Wolfgang Pauli (1900–1958) was an Austrian–Swiss physicist and one of the pioneers
of quantum mechanics, known for his exclusion principle and his contributions to
the development of the theory of elementary particles and quantum field theory.
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With this Equation 1.15b can be derived as follows:

φkl,ij ≡
(

ρ̂

4

)
kl,ij

+

(
Ŝ · ρ̂Ŝ
ℏ2

)
kl,ij

=
ρ̂kl,ij

4
+

(Ŝxρ̂Ŝx)kl,ij + (Ŝyρ̂Ŝy)kl,ij + (Ŝzρ̂Ŝz)kl,ij

ℏ2

A.27
=

1
4
(
ρ̂kl,ij + σ̂x,loρ̂ko,imσ̂x,mj + σ̂y,loρ̂ko,imσ̂y,mj + σ̂z,loρ̂ko,imσ̂z,mj

)
=

1
4
(
ρ̂kl,ij + σ̂x,loσ̂x,mjρ̂ko,im + σ̂y,loσ̂y,mjρ̂ko,im + σ̂z,loσ̂z,mjρ̂ko,im

)
A.26
=

1
4
(
ρ̂kl,ij + (2δl jδom − δloδmj)ρ̂ko,im

)
=

1
4
(
ρ̂kl,ij + 2ρ̂km,imδl j − ρ̂kl,ij

)
=

ρ̂km,imδl j

2
A.28
= (TrS ρ̂)k,i ⊗

(
1̂S

2

)
l j

=

(
ρ̂I ⊗

1̂S

2

)
kl,ij

q.e.d.

(A.29)

The expectation value of an operator â for a system described by the
density operator ρ̂ is given by

⟨â⟩ = Tr (ρ̂â) . (A.30)

In addition, the trace of the density operator is

Tr ρ̂ = 1 . (A.31)

For a product space S ⊗ I of two particles with spin S = 1/2 and I,
the spin operator Ŝx is given by

Ŝx,kl,ij = (Ŝx)kl,ij = (1I ⊗ Ŝ(S)
x )kl,ij

= (1I ⊗
ℏ
2

σx)kl,ij = 1I,ki
ℏ
2

σx,ij = δki
ℏ
2

σx,ij .
(A.32)
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Similar identities can be derived for Ŝy and Ŝy. With this, Equa-
tion 1.15a can be derived in the following way:

1̂kl,ij +
4
ℏ2 · (

〈
Ŝ
〉
· Ŝ)kl,ij

=δkiδl j + 4 ·
(〈

Ŝx
〉

Ŝx +
〈
Ŝy
〉

Ŝy +
〈
Ŝz
〉

Ŝz
)

kl,ij

A.30
= δkiδl j +

4
ℏ2 ·

(
(Tr ρŜx)Ŝx,kl,ij + (Tr ρŜy)Ŝy,kl,ij + (Tr ρŜz)Ŝz,kl,ij

)
=δkiδl j +

4
ℏ2 ·

(
(ρŜx)mn,mn)Ŝx,kl,ij

+(ρŜy)mn,mn)Ŝy,kl,ij + (ρŜz)mn,mn)Ŝz,kl,ij
)

=δkiδl j +
4
ℏ2 ·

(
ρmn,opŜx,op,mnŜx,kl,ij

+ρmn,opŜy,op,mnŜy,kl,ij + ρmn,opŜz,op,mnŜz,kl,ij
)

A.32
= δkiδl j +

(
ρmn,mpσ̂x,pnσ̂x,l jδki

+ρmn,mpσ̂y,pnσ̂y,l jδki + ρmn,mpσ̂z,pnσ̂z,l jδki
)

=δkiδl j + ρmn,mpδki
(
σ̂x,pnσ̂x,l j + σ̂y,pnσ̂y,l j + σ̂z,pnσ̂z,l j

)
A.26
= δkiδl j + ρmn,mpδki

(
2δpjδnl − δpnδl j

)
=δkiδl j + 2ρml,mjδki − ρmn,mnδl jδki

=δki(δl j + 2ρml,mj − Tr ρδl j)

A.31
= δki(δl j + 2ρml,mj − δl j)

A.28
= 2δkiρml,mj

=(21̂I)ki · (TrI ρ)ml,mj

=
(
21̂I ⊗ TrI ρ

)
kl,ij q.e.d.

(A.33)

a.8 commutators

With B = 0, the zero-field Hamiltonian from Equation 3.3 becomes

Ĥ =
2π

ℏ ∑
i,j>i

Jij Îi · Îj (A.34)

if the quadrupolar and dipolar terms are neglected. Each term of the
sum can be alternatively expressed

Îi · Îj = (Îi + Îj)
2 − Î2

i − Î2
j (A.35)
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in form of the total nuclear spin operators Î2
i and Î2

j combined with
the coupled nuclear spin operator Îij = Îi + Îj of spin i and j with
the following commutation relations [Â, B̂] ≡

[Â, B̂x], . . . , [Â, B̂x]

[Î2
i , Î2

j ] = [Î2
i , Î2

ij] = [Î2
j , Î2

ij] = 0 (A.36a)

[Îij, Î2
j ] = [Îij, Î2

i ] = [Îij, Î2
ij] = 0 . (A.36b)

Similarly, the total angular momentum operator of all nuclear spins

F̂2 = (∑
k

Îk)
2 = (Îij + ∑

k ̸=i,jÎk

)2 = (Îij + Î¬ij)
2 = Î2

ij + Î2
¬ij + 2Îij · Î¬ij

(A.37)

can be expressed in terms of the previously defined Îij and new Î¬ij
operator, which also commute

[Î2
¬ij, Î2

i ] = [Î2
¬ij, Î2

j ] = [Î2
¬ij, Î2

ij] = 0 (A.38a)

[Î¬ij, Î2
¬ij] = [Î¬ij, Î2

i ] = [Îij, Î2
j ] = [Îij, Î2

ij] = 0 (A.38b)

[Îij, Î2
¬ij] = 0 . (A.38c)

with all the others. Combining all of the commutation relations it
follows

[Îi · Îj, F̂2] = 0 (A.39a)

[Îi · Îj, F̂] = 0 . (A.39b)

a.9 secular approximations

Approximations play an important role in physics. Almost every
model has a defined scope due to the limited validity of approxima-
tions necessary to derive the model. When changing the operating
conditions of physical systems, the validity of some approximations
has to be re-evaluated. Many experiments in this thesis are about
parameter variation over several orders of magnitude. from Latin saeculum

“age, span of time”Secular approximation is an umbrella term for a category of ap-
proximations employed in both physics and NMR that share the
characteristic of disregarding certain off-diagonal terms of a linear
operator. In physics, approximations are labeled secular if they are
valid for long times, often involving the neglect of rapidly oscillating
terms in combination with slowly changing dynamics, aligning with
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the etymological roots of the word from Latin. In contrast, in the
field of NMR, secular approximations cover a much broader set of
approximations that may not be linked to rapid oscillations. The
more interested reader might be referred to the book Principles of
nuclear magnetic resonance in one and two dimensions by Ernst et al.
[101] for more detailed information about secular approximations
and their usage in the field of NMR.

Here three common examples will be discussed that appear in the
thesis. The first example, discussing the approximation of a Hamil-
tonian may not be considered a secular approximation in physics,
but very much in NMR. However, this difference in terminology is
not a major concern since it does not affect the underlying math.

Hamiltonians

Here, perturbation theory is used to motivate secular approximations
for Hamiltonians5 which is common practice in NMR but equally
applicable in other quantum systems. Assuming a Hamiltonian of
the form

Ĥ = Ĥ0 + Ĥ′ (A.40)

with a dominating term Ĥ0 and a small perturbation Ĥ′ the eigenba-
sis {|n i⟩} of the unperturbed Hamiltonian Ĥ0

Ĥ(0) |n i⟩ = E(0)
n |n i⟩ (A.41)

can be defined, with i = 1, . . . , dn if dn represents the degeneracy of
the states with eigenenergy E(0)

n . The first-order eigenstates

|n i(0)⟩ = ∑
j

aij |n j⟩ (A.42)

as a superposition of states with the same eigenvalue. If an eigenvalue
Em is non-degenerate it is just |m i(0)⟩ = |m i⟩. For the degenerate
eigenvalues there are procedures6 to determine the zero-order eigen-
basis |n i(0)⟩, but the details are not relevant for further discussion.

5 However, secular approximations can also be motivated in other ways, e.g. transfor-
mations to the interaction picture.

6 If some En are degenerate, the eigenstates |n i⟩0 are constructed by requiring that
the matrices

⟨n i′(0)| Ĥ′ |n i0⟩ (A.43)

are diagonal for each eigenenergy En.
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First-order energy corrections are then given by

E(1)
n i = ⟨n i(0)| Ĥ′ |n i(0)⟩ . (A.44)

If

Ĥ′ = ∑
n,n′,i,i′

hn i
n′ i′ |n′ i′⟩ ⟨n i| (A.45)

is given in the product basis first order energy corrections are given
by

E(1)
n i = ⟨n i(0)| Ĥ′ |n i(0)⟩

= ∑
m,m′,k,k′,j,j′

a∗ij ⟨n j| hm k
m′ k′ |m′ k′⟩ ⟨m k| aij′ |n j′⟩

= ∑
j,j′

a∗ijaij′h
n j
n j′ .

(A.46)

Only terms hn j
n j′ of Ĥ′ that connect states with the same eigenvalue

E(0)
n are relevant. In other words, terms in Ĥ′ that connect different

eigenvalues (i.e. hn j
n′ j′ with n ̸= n′) may be ignored in first order.

Neglecting these terms in the perturbation Hamiltonian is called
the secular approximation [38] in NMR7. This is also illustrated in
Figure A.2.

Neglecting terms in a linear operator, i.e. increasing the sparse-
ness of the matrix, may significantly reduce the computational work
related to matrix operations such as multiplication or inversion. Espe-
cially matrix diagonalization benefits from sparse matrices for high
dimensions.

Whereas this approach is well defined for completely degenerate
or non-degenerate states, issues arise with nearly degenerate states
or scenarios with terms with similar order of magnitude, where it
is not clear which term is to be considered as a perturbation. Here,
the decision to neglect certain terms could be made by defining a
threshold and neglecting terms that connect eigenvalues with an
energy difference above that threshold.

7 As mentioned above, this approximation may not fulfill the requirement for being
labeled a secular approximation in physics, due to the absence of oscillating terms.
It should, however, not be confused with taking perturbation theory to first order,
which describes the calculation of eigenenergies and eigenstates without applying
any approximation to the underlying system Hamiltonian.
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secular
approximation

1 1 1 2 2 1 3 1 3 2 4 1 4 2 5 1
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4 1
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Figure A.1: Graphical illustration of the secular approximation of a per-
turbation Hamiltonian Ĥ′. Off-diagonal terms between non-
degenerate states are here ignored due to their vanishing effect
on first-order energy corrections.
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Superoperators

The secular approximation can also be applied to the space of op-
erators on vectors within the Liouville space. Ideally, first the full
Hamiltonian Ĥ is sufficiently simplified to be able to diagonalize it

Ĥ |n i⟩ = En |n i⟩ (A.47)

with eigenvalues En and eigenvectors |n i⟩.
A suitable basis for the Liouville space is then given by the

product basis The underscore L in
|·⟩L indicates
elements of a
Liouville space (see
Equation A.20).

|i⟩L = |n k⟩ ⟨n′ k′| . (A.48)

The time evolution of a density operator ρ̂(t) with ρ̂(0) = |i⟩L is
given by the von Neumann equation

ρ̂(t) = e−iĤt/ℏ |n k⟩ ⟨n′ k′| eiĤt/ℏ = eiωit |i⟩L = eiωitρ̂(0) (A.49)

where ωi = (Ek′ − Ek)/ℏ is the oscillation frequency.
A real-valued relaxation superoperator ˆ̂Γ may be written in the

product basis

ˆ̂Γ = ∑
ij

Γij |i⟩L ⟨j|L . (A.50)

A relaxation superoperator is symmetric (i.e. Γij = Γji). The diagonal
terms describe auto-relaxation, and the off-diagonal terms describe
cross-relaxation.

In order to understand when terms Γij can be neglected, an artificial
two-dimensional Liouville space {|0⟩L , |1⟩L}8 can be considered.
Let ∆ω = ω1 − ω0 be the difference in oscillating frequencies.

For a system with only cross-relaxation Γij = −Γ evolution of these
two states could be described by the matrix equation

d
dt

|ρ̂(t)⟩L =

(
−Γ − i∆ω/2 −Γ

−Γ −Γ + i∆ω/2

)
|ρ̂(t)⟩L . (A.51)

Here, the density
operator ρ̂(t) is
expressed as a vector
|ρ̂(t)⟩L in the
Liouville space (see
Equation A.20) using
the basis defined in
Equation A.48.

This matrix differential equation can easily be solved by diagonal-
izing the matrix. The eigenvalues are given by

λ± = −Γ ± 1
2

√
4Γ − ∆ω2 . (A.52)

8 Note that this cannot represent a real system. The smallest, non-trivial Liouville

space has four dimensions. However, block-diagonal subspaces with two dimensions
are possible and this is how this example should be interpreted.
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Figure A.2: Validity of the secular approximation for superoperators for
different ratios of ∆ω/Γ. Starting from an initial state ρ̂ = |1⟩L
the evolution of the projections |⟨ρ(t) | i⟩| = |Tr ρ̂ |i⟩L| is plotted
as a function of time t. The saturated curves show the evolution
of the full superoperator whereas the pale curves show the
evolution where the off-diagonal terms are neglected, i.e. the
secular approximation is applied. As can be seen, only in the
case of ∆ω ≪ Γ the secular approximation leads to results close
to the exact solution. Under these conditions, cross-relaxation
is quenched due to fast oscillations.

For |∆ω| ≫ |Γ|, i.e. fast oscillation of the off-diagonal terms with
respect to the relaxation rate, the eigenvalues can be approximated
as

λsecular
± ≈ −Γ ± i∆ω/2 (A.53)

which leads to the same results as if the off-diagonal terms were
neglected. This is called the secular approximation [101]. In contrast,
for vanishing ∆ω ≈ 0 the eigenvalues are given by

λ
degenerate
+ ≈ 0 (A.54a)

λ
degenerate
− ≈ −2Γ (A.54b)

leading to a long lived coherence |+⟩L = (|0⟩L− |1⟩L)/
√

2 and a fast
decaying coherence |−⟩L = (|0⟩L + |1⟩L)/

√
2. This is also illustrated

in Figure A.2.
Figure A.3 provides a graphical illustration for two larger, five-level

system. Depending on the level structure, the secular approxima-
tions eliminate more or less off-diagonal elements of the relaxation
superoperator.
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secular
approximation

populations

coherences E5

E4

E3
E2
E1

ω12 = E1-E2

ω53 = E5-E3

ω53Δω = -ω12
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Figure A.3: Exemplary illustration of the secular approximation for a relax-
ation superoperator for two eight-dimensional, five-level sys-
tems. It is assumed that in both cases the off-diagonal terms are
much smaller than the energy gaps. In this case, cross-relaxation
can only be observed between populations and coherences be-
tween degenerate states. The energy levels are equidistantly
spaced for the example at the top and unevenly for the bottom
example.
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Decomposition of Liouville Space Under Time Evolution

Assuming a time-independent, perturbed Hamiltonian of the form

Ĥ = Ĥ0 + Ĥ′ (A.55)

the secular approximation removes off-diagonal terms of the Hamil-
tonian that connect states with different zero-order eigenenergies
|n i⟩. A basis of the Liouville space is given by the product basis
|n′ i′⟩ ⟨n, i| which implies a general density operator can be expressed
as

ρ̂ = ρn i
n′ i′ |n′ i′⟩ ⟨n, i| . (A.56)

The time evolution of any of these basis states under Ĥ can be
calculated by the solving the Liouville-von Neumann-equation

iℏ
∂

∂t
ρ̂(t) = [Ĥ, ρ̂(t)]

= [Ĥ0 + Ĥ′, ρn i
n′ i′(t) |n′ i′⟩ ⟨n i|]

= [Ĥ0, ρn i
n′ i′(t) |n′ i′⟩ ⟨n i|] + [Ĥ′, ρn i

n′ i′(t) |n′ i′⟩ ⟨n i|]
= (En′ − En)ρ

n i
n′ i′(t) |n′ i′⟩ ⟨n i|

+ [hm j
m j′ |n j′⟩ ⟨n j| , ρn i

n′ i′(t) |n′ i′⟩ ⟨n, i|]

= (En′ − En)ρ
n i
n′ i′(t) |n′ i′⟩ ⟨n i|

+ ρn i
n′ i′(t)h

m j
m j′ |m j′⟩

〈
m j
∣∣ n′ i′

〉
⟨n i|

− ρn i
n′ i′(t)h

m j
m j′ |n

′ i′⟩
〈
n, i
∣∣m j′

〉
⟨m j|)

= (En′ − En)ρ
n i
n′ i′(t) |n′ i′⟩ ⟨n i|

+ ρn i
n′ i′(t)h

n′ i′
n′ j′ |n′ j′⟩ ⟨n, i|

− ρn i
n′ i′(t)h

n j
n i |n

′ i′⟩ ⟨n j|)

. (A.57)

As can be seen, due to the secular approximation no term mixes
basis states with different main quantum numbers n′ and n. Terms
with n′ = n can therefore be investigated separately from terms with
n′ ̸= n.

The same is sometimes true if the secular approximation is applied
to the relaxation super-operator ˆ̂Γ: If the secular approximation is
applied to Hamiltonian the first order states |n i(0)⟩ = aij |n j⟩ form
an eigenbasis of the Liouville space

|n i(0)⟩ ⟨n′ i′(0)| . (A.58)
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The secular approximation removes off-diagonal elements of the su-
peroperator for which ∆ω = ωi −ωj ≫ Γi j. The oscillation frequency
ωn′ i′

n i for |n i(0)⟩ ⟨n′ i′(0)| is given by

ωn′ i′
n i = E(0)

n′ + E(1)
n′ i′ − E(0)

n − E(1)
n i , (A.59)

The difference

∆ω = ωn′ i′
n i − ω

m′ j′

m j

= E(0)
n′ + E(1)

n′ i′ − E(0)
n − E(1)

n i − E(0)
m′ − E(1)

m′ j′ + E(0)
m + E(1)

m j

(A.60)

between two states |n i(0)⟩ ⟨n′ i′(0)| and |m j(0)⟩ ⟨m′ j′(0)| determines if
the relaxation is quenched for this coherence. If one of the two basis
states (e.g. the second) describes a coherence between states with the
same main quantum number m = m′, ∆ω can be simplified to

∆ω = ωn′ i′
n i − ω

m j′

m j

= E(0)
n′ − E(0)

n + E(1)
n′ i′ − E(1)

n i − E(1)
m′ j′ + E(1)

m j

≈ E(0)
n′ − E(0)

n

. (A.61)

In the last step, it was assumed that the zeroth order eigenenergies
are much larger than the first-order corrections. If the splitting is
also much larger than the cross-relaxation term between these two
coherences9, the approximated relaxation superoperator does not
contain any term mixing coherences with n′ = n and n′ ̸= n. Since

|n i(0)⟩ = ∑
j

aij |n j⟩ (A.62)

this is also true for any choice of eigenbasis |n j⟩ of Ĥ0. As a con-
sequence, the time evolution of terms with n′ = n and n′ ̸= n can
be discussed independently of each other. In other words, under
time-evolution, the Liouville space can be decomposed into two
invariant subspaces, one containing terms with n′ = n and the other
one with n′ ̸= n. This is illustrated in Figure A.4.

9 For example, the hyperfine coupling is typically much larger than the spin-
exchange/destruction collision relaxation rates
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Figure A.4: Graphical illustration of the Liouville space decomposition. If
an Hamiltonian (left) is in a block-diagonal form, the time evo-
lution of terms in the Liouville space is completely decoupled
(right). If the difference in eigenenergies is much larger than
the cross-relaxation this decoupling persists even under the in-
fluence of a relaxation superoperator. The Liouville space can
be decomposed into invariant subspaces under time evolution.



B
R O TAT I O N A L G E B R A A N D R E P R E S E N TAT I O N
T H E O RY

See Noether’s
theorem.Rotations and rotational symmetry belong to the most important

concepts in physics. They appear in many physical systems that show
some sort of rotational symmetry which often leads to a conservation
law (i.e. the conservation of angular momentum).

This section will discuss briefly the concepts without going into
mathematical detail. The interested reader might be referred to a
deeper introduction to the representation theory of Lie groups and
algebras [169].

In contrast to the rest of the thesis, this chapter is consistently
using tensor notation (e.g. covariant tensors are written as viei and
contravariant tensor as viei) since it simplifies the notation and is
consistent with tensor algebra literature.

b.1 algebraic description of rotations

Rotations are mathematically described by the rotation group SU(2)
and SO(3). The two groups each form a Lie group which gives rise
to the same Lie algebra su(2)/so(3).

Rotation Groups

Mathematically, rotations form a group which in practice means that
applying two random rotations to the same object has the same effect
as applying a single, simple rotation along a specific axis by a specific
angle.

In quantum physics mainly two types of rotations are important:
Spatial rotations are described by SO(3) and describe rotations within
an Cartesian

1 vector space. These types of rotations are applied
whenever something “physical” is rotated, e.g. the laboratory or part
of scientific equipment. In contrast, rotations of spinor, here called

1 Euclid was an ancient Greek mathematician often referred to as the "father of geom-
etry" for his influential work "Elements," which laid the foundation for the study of
geometry and served as a standard mathematical text for over two millennia.

207
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intrinsic rotations, are described by the SU(2). Mathematically, there
is no difference between spatial and intrinsic rotations as long as
the rotations are infinitesimal. However, they differ for macroscopic
rotations which becomes clear when realizing that a 360◦ rotation of
a spinor transforms to its negative whereas it is an identity transfor-
mation for spatial objects.

Lie Algebra

Instead of studying random rotations of SO(3) or SU(2) it is often
useful to look at infinitesimal rotations (here along x as an example)

L̂g
x = lim

ϕ→0

R̂(ϕ, ex)− R̂(0, ex)

ϕ
(B.1)

instead. Mathematically this can be done by looking at the tangent
space at the group identity. For SO(3) the corresponding Lie algebra
so(3) can be represented by the span of the three matrices L̂g

x, L̂g
y and

L̂g
z which correspond to infinitesimal rotations around the x, y and z

axis. The Lie algebra is also equipped with a Lie bracket, which is
an alternating bilinear map

so(3)× so(3) → so(3) : x × y 7→ [x, y] = xy − yx (B.2)

and is here given by the commutator. Calculating it explicitly leads
to

[L̂g
x, L̂g

y] = L̂g
z , [L̂g

z , L̂g
x] = L̂g

y and [L̂g
y, L̂g

z ] = L̂g
x . (B.3)

The same can be done with SU(2) to construct the corresponding
Lie algebra su(2). It can be shown that su(2) and so(3) are isomorph,
i.e. it is not required to discuss them separately and from now on
they will be simply referred by g.

b.2 irreducible representations of lie algebras

Representation theory enables the translation of mathematical con-
clusions from groups and algebras to mathematical objects that are
kind of similar in structure.
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Lie Algebra Representation

Representation theory is a useful tool for studying the rotation of
objects by exploiting properties of the underlying group or algebra.
Mathematically, a representation

ρ : g → End(V) (B.4)

of a Lie algebra g on a vector space V is a Lie algebra homomorphism
from the algebra g to the space of all linear maps End(V) of V to
itself.

The structure-maintaining feature of the Lie algebra, the Lie

bracket, can be defined with a commutator

ρ([x, y]) = ρ(x)ρ(y)− ρ(y)ρ(x) (B.5)

and must hold for all x, y ∈ g.
In quantum mechanics, the vector space V will usually be a

Hilbert space for intrinsic rotations and a 3D Cartesian space for
spatial rotations. For intrinsic rotations End(V) can be interpreted as
the Liouville space.

Reducible and Irreducible Representations

Assuming ρ : g → End(V) is a representation of Lie algebra g then a
subspace W ⊂ V is called invariant if ρ(x)w ∈ W for all w ∈ W and
x ∈ g. A (non-zero) representation is called irreducible if the only
invariant subspaces are V and the zero space {0}.

Decomposition into a Direct Sum of Irreducible Sub-Representations

One of the main reasons to study representations of Lie algebras
is the fact, that the corresponding vector space V can always be
expressed

V = V⊗a1
1 ⊗ · · · ⊗ V⊗ak

k (B.6)

as a direct sum of subspaces Vi where each of them forms an irre-
ducible representation with the co-restricted map ρ. The number of
factors as well as the multiplicities are unique.

If the exact structure of the vector space associated with an irre-
ducible representation is not important, the bold number notation
will be used e.g. W ≡ 3 represents an irreducible representation of }
with dim W = 3.
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b.3 spherical basis states of irreducible representa-
tion

The three basis vectors L̂x, L̂y and L̂z (see Equation B.1) form a basis
of the Lie algebra g and are defined as the infinitesimal rotations
around the coordinate axis ex, ey and ez.

In quantum mechanics a slightly modified basis

L̂g
x 7→ iℏL̂g

x, L̂g
y 7→ iℏL̂g

y and L̂g
z 7→ iℏL̂g

z (B.7)

will be used. These new matrices are Hermitian
2 and can be more

easily compared with angular momentum operators. The commuta-
tor relations in this new basis are given by

[L̂g
x, L̂g

y] = iℏL̂g
z , [L̂g

z , L̂g
x] = iℏL̂g

x and [L̂g
y, L̂g

z ] = iℏL̂g
x (B.8)

In addition, the lowering and raising operators

L̂g
± = L̂g

x + iL̂g
y (B.9)

as well as the total angular momentum operator

L̂2
g = L̂g

x L̂g
x + L̂g

y L̂g
y + L̂g

z L̂g
z (B.10)

can be defined for the Lie algebra g. For an n-dimensional irreducible
representation it can be shown, that the eigenvalue equation

L̂2
g |l m⟩ = n

2

(n
2
− 1
)
ℏ2 |l m⟩ = l(l + 1)ℏ2 |l m⟩ (B.11)

only allows solutions with l ∈ 0, 1/2, 1, 3/2, . . ., i.e. l can only take
integer or half-integer3 values, since the dimension n is always an
integer. Here, |l m⟩ is an eigenvector with l = n/2 − 1.

The other operators, e.g. L̂g
z , lead to an eigenvalue equation

L̂g
z |l m⟩ = mℏ |l m⟩ (B.12)

that only allows the eigenvalues m ∈ −l,−l + 1, . . . , l. In total, this
leads to an eigenbasis made of n orthonormal basis vectors.

2 Charles Hermite (1822–1901) was a French mathematician known for his pioneering
contributions to number theory, algebra, and mathematical analysis, and for his
discovery of the transcendental number e, and his work in mathematical physics.

3 Often the spherical basis is associated with spherical harmonics, which is a good
analogy for integer values. However, it ignores that the concept of spherical basis
also works for half-integer values which have no counterpart in the theory of
spherical harmonics.
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The relative phase of these vectors can be defined by requiring

L̂g
± |l m⟩ = ℏ

√
(l ∓ m)(l ± m + 1) |l m ± 1⟩ . (B.13)

A basis whose vectors fulfill all these equations is called a spherical
basis.

3D Euclidian Vector Space

Elements of SO(3) describe rotations in a 3D Cartesian and therefore
the operators (here in Cartesian coordinates)

L̂g
x = iℏ lim

ϕ→0

R̂(ϕ, ex)− R̂(0, ex)

ϕ
= iℏ

0 0 0

0 0 −1

0 1 0

 (B.14a)

L̂g
y = iℏ

 0 0 1

0 0 0

−1 0 0

 (B.14b)

L̂g
z = iℏ

0 −1 0

1 0 0

0 0 0

 (B.14c)

are exactly the ones defined above and fulfill, by construction, the
commutator equations (see Equation B.8).

In addition, the spherical Cartesian basis vectors e−, e0 and e+
fulfill Equation B.11–Equation B.13, i.e.

L̂2
gei = 1(1 + 1)ℏ2ei (B.15)

L̂g
zei = iℏei (B.16)

L̂g
±ei = ℏ

√
(1 ∓ i)(1 ± i + 1)ei±1 . (B.17)

The spherical basis vectors are therefore a spherical basis with
respect to the above definition for the Lie algebra g.

Spin Hilbert Space

Let HS be a Hilbert space for a spin S particle. It is an irreducible
representation of g by defining

ρ : su(2) → End(HS) : vi L̂g
i 7→ viŜi (B.18)
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These operators fulfill all commutators relations and the |S mS⟩
states are constructed in the same way as the example above. The
usual basis states are therefore in the spherical basis and the Hilbert

space is an irreducible representation of g.

Dual Vector Space

Here, only a vector space V over a field F equipped with an inner
product

⟨·, ·⟩ : V ⊗ V → F : v, w 7→ ⟨v, w⟩ (B.19)

is considered, since it defines a canonical isomorphism

V → V∗ : v 7→ v∗ = ⟨v, ·⟩ (B.20)

that maps a vector v ∈ V to its dual vector v∗ ∈ V∗.
Let V be an n-dimensional Cartesian vector space V over C with

Cartesian basis {ei}. The inner product for such a vector space is
typically4 defined as

⟨viei, wiei⟩ = (vi)∗wi (B.21)

where v = viei ∈ V and w = wiei ∈ V are two vectors. If V is over
R instead, the complex conjugate (wi)∗ 7→ wi is ignored.The same can be done

for any
n-dimensional

Cartesian vector
space.

The spherical basis of 3D Cartesian vector spaces is defined as

e0 = ez and e± = ∓ 1√
2

ex −
i√
2

ey . (B.22)

The corresponding dual basis is given by

e0 = ez and e± = ∓ 1√
2

ex +
i√
2

ey (B.23)

which ensures

ei(ej) = δi
j (B.24)

with the Kronecker delta δi
j.

One could naively assume that the dual basis of a spherical basis
is a spherical basis itself. However, with usual conventions, this is

4 This is the definition typically used by physicists. Mathematicians usually prefer
the inner product to be linear in the first argument instead of the second.
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often not the case. The rotation R̂∗(v∗) of a dual vector v∗ is defined
via the natural isomorphism Equation B.20

R̂∗v∗ ≡ ⟨R̂v, ·⟩ = ⟨v, R̂†·⟩ = v∗ ◦ R̂† . (B.25)

The dual angular momentum operators are defined via infinitesimal
rotations

L̂∗
xv∗ = iℏ lim

ϕ→0

R̂∗(ϕ, ex)− R̂∗(0, ex)

ϕ
v∗

= v∗ ◦ iℏ lim
ϕ→0

R̂(ϕ, ex)† − 1†

ϕ

= v∗ ◦ iℏ
(

lim
ϕ→0

R̂(ϕ, ex)− 1

ϕ

)†

B.1
= v∗ ◦ iℏ

(
L̂x

iℏ

)†

= v∗ ◦ iℏ
(

L̂x

iℏ

)†

= v∗ ◦ iℏ
(

L̂x

iℏ

)
= v∗ ◦ −L̂x

(B.26)

and therefore the representation maps

L̂g
x 7→ · ◦ −L̂x . (B.27)

In the same way, the maps of the other angular momentum opera-
tors

L̂g
y 7→ · ◦ L̂y (B.28a)

L̂g
z 7→ · ◦ −L̂z (B.28b)

L̂± = L̂x ± iL̂y 7→ · ◦ (−L̂x ∓ iL̂y) = · ◦ (−L̂±)

(B.28c)

can be derived.
Investigating the effect of the raising and lowering operators · ◦

−L̂± to the dual basis vectors ei

ei ◦−L̂± = −
√
(j ∓ m)(j ± m + 1)ei∓1 ̸=

√
(j ± m)(j ∓ m + 1)ei±1

(B.29)
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m = 5

n = 3

3+ +5 7 = 15

n×m = 15 

Figure B.1: Graphical representation of the dimensions of the vector space
decomposition for irreducible representations of so(3) and
su(2).

shows that the dual basis does not fulfill Equation B.13 and, as
mentioned before, is therefore not a spherical basis of the dual space.

The correct spherical basis of the dual space is given by

em
spherical = (−1)−m−Je−m (B.30)

and can be constructed from the dual basis of the spherical basis of
the vector space.

Dual Hilbert Space

The same can be done for a Hilbert space. If |l m⟩ is a spherical basis
of the Hilbert space H, a spherical basis of the dual Hilbert space
is given by

⟨l m|spherical = (−1)−m−l ⟨l − m| . (B.31)

b.4 product space of irreducible representations

The true power of representations theory reveals itself when the
product space of two irreducible representations of the same Lie

algebra g is investigated.Or dual vector space

Let ρ be an irreducible representation of a Lie algebra g with a vec-
tor space V of dimension dim V = n = 2l + 1. As mentioned before,
such a vector space will be denoted by n which is called the bold
number notation. For example, 3g represents a three-dimensional
vector space of an irreducible representation of a Lie algebra g. Fur-
thermore, let |l m⟩ be a spherical basis of such a vector space.
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The product space (m ≥ n assumed)

n ⊗ m =

=
n⊕

i=1

m − n − 1 + 2i

= (m + n − 1)⊕ (m + n − 3)⊕ · · · ⊕ (m − n + 3)⊕ (m − n + 1)
(B.32)

can be decomposed into irreducible subspaces. Hereby, the represen-
tations

ρ : g → End(n ⊗ m) : x 7→ ρn(x)⊗ ρm(x) (B.33)

are defined via their original representations ρn and ρm. Counting
the dimensions leads to

n

∑
i=1

m − n − 1 + 2i = mn − nn − n + 2
n(n + 1)

2
= m × n (B.34)

the expected result of the dimension of the product space. This is
also graphically visualized in Figure B.1.

An often-occurring scenario is

n ⊗ n =
n⊕

i=1

−1 + 2i

= (2n − 1)⊕ (2n − 3)⊕ · · · ⊕ (3)⊕ (1)

(B.35)

the product space of two vector spaces with the same dimensions.
Assuming |l1 m1⟩ and |l2 m2⟩ are spherical basis states in ρn and

ρm then the spherical basis of the product space

|L M⟩ = ∑
m1,m2

|l1 m1⟩ ⊗ |l2 m2⟩CL M
l1 m1 l2 m2

(B.36)

can be derived using the Clebsch
5-Gordan

6 coefficients CL M
l1 m1 l2 m2

.
The spherical quantum numbers have to fulfill the triangular condi-
tion

|l1 − l2| ≤ L ≤ l1 + l2 (B.37)

5 Alfred Clebsch (1833–1872) was a German mathematician known for his pioneering
work in algebraic geometry and his development of Clebsch–Gordan coefficients,
which are fundamental to the study of angular momentum and quantum mechanics.

6 Paul Gordan (1837–1912) was a German mathematician who made significant
contributions to algebraic geometry, invariant theory, and the theory of algebraic
equations, and is particularly known for his work on geometric and algebraic aspects
of determinants.
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as well as

m1 + m2 = M (B.38)

to lead to non-zero Clebsch-Gordan coefficients.
This is an extremely powerful technique that works as long as the

original vector spaces are already irreducible representations (or a
direct sum of irreducible representations). It works for vector spaces,
dual spaces, combinations of them, and even tensor operators.

Coupling Angular Momentum

A common case in quantum physics is the product space of two
Hilbert spaces describing a spin H1 and ∈2. Let l1, l2, m1, and m2 be
the corresponding quantum numbers. Each Hilbert space forms an
irreducible representation of the Lie algebra g with the spherical basis
|l1 m1⟩ and |l2 m2⟩. From Equation B.36 the spherical basis |L M⟩ of
the product space H1 ⊗H2 is given by

|L, M⟩ = ∑
m1,m2

|l1 m1⟩ ⊗ |l2 m2⟩CL M
l1 m1 l2 m2

. (B.39)

Vector Space Endomorphisms

An endomorphisms Â is a linear map

Â : V → V : v 7→ Â(v) ≡ Âv (B.40)

from a vector space V over a field F into itself. If ei is a basis of V
and ei it holds for a vector v = viei

Âv = Âviei = (Akek)viei = (ej A
j
kek)viei . (B.41)

with Ak = Âek (i.e. Akek = Â) and Aj
k = ejAk (i.e. ej A

j
k = Ak).

ej A
j
kek can be interpreted as an element of the product space of V ⊗

V∗ and therefore, a spherical basis for this tensor can be constructed
from the spherical basis of the underlying (dual) vector space.

If ei is a 2l + 1 dimensional spherical basis of V and ej is the
corresponding dual basis, then a spherical basis of the product space
is given by

eL,M = ∑
i,j
(−1)j−leie−jCL M

l,i,l,j . (B.42)
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A spherical basis can also be constructed for linear maps between
two different vector spaces (even with different dimensions l1 ̸= l2),
as long as both of them are irreducible representations of the same
Lie algebra g.

Spherical Operator Basis

An operator Â is an endomorphism from a Hilbert space H into
itself

Â : H → H : |φ⟩ 7→ Â |φ⟩ . (B.43)

In the same way as the vector space endomorphism, it can be
interpreted as an element of the product space of H with its dual
space H∗. In that way, taking the spherical basis (−1)m2−l2 ⟨l2 m2|, a
spherical operator basis T̂L M can be defined by7 The spherical basis

operators T̂L M
should not be
confused with the
matrix elements Tij
of an operator T̂.

T̂l1 l2
L M = ∑

m1,m2

|l1 m1⟩ ⟨l2 − m2| (−1)−m2−j2 CL M
l1 m1 l2 m2

. (B.44)

As for vector space endomorphisms, a spherical basis can also be
constructed for linear maps between two different Hilbert spaces,
that are both irreducible representations of the same Lie algebra g.

In Mathematica the SpinDynamica
8 [170, 171] packages automat-

ically generate a spherical operator basis9 with the

1 SphericalTensorOperatorBasis[]

command.

Commutator Equation of Spherical Operators

Alternatively, to constructing spherical operators from the spherical
basis of the underlying vector spaces, the defining equations can also
be directly formulated in the form of a commutator equation.

7 In the context of operators, the quantum numbers L and M are often referred to
as the spherical rank. To avoid confusion with the tensor rank of an operator, this
terminology is avoided in this thesis.

8 SpinDynamica is a software package developed for the analysis and simulation of
nuclear magnetic resonance (NMR) spectroscopy, providing a comprehensive set of
tools and methods for studying spin dynamics in complex systems.

9 In contrast to the conventions used in this these, SpinDynamica’s spin operators
are defined with ℏ and are therefore not in units of angular momentum.
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Let Â = Ai
j |i⟩ ⟨j| be an operator with a random basis |i⟩ ⟨j|. The

L̂x operator can be found by looking at infinitesimal rotations

iℏ lim
ϕ→0

R̂(ϕ, ex)ÂR̂(ϕ, ex)† − R̂(0, ex)ÂR̂(0, ex)†

ϕ

= iℏ lim
ϕ→0

R̂(ϕ, ex)ÂR̂(ϕ, ex)† − ÂR̂(ϕ, ex)†

ϕ

+ iℏ lim
ϕ→0

ÂR̂(ϕ, ex)† − Â
ϕ

= iℏ
(

lim
ϕ→0

R̂(ϕ, ex)− 1

ϕ

)
Â
(

lim
ϕ→0

R̂(ϕ, ex)
†
)

+ iℏÂ lim
ϕ→0

R̂(ϕ, ex)† − 1

ϕ

= L̂x Â − ÂL̂x

= [L̂x, Â]

(B.45)

which leads to

L̂x 7→ [L̂x, Â] . (B.46)

In the same way, it can be shown that

L̂y 7→ [L̂y, Â] and L̂z 7→ [L̂z, Â] . (B.47)

The equations for a spherical basis are then given by

[L̂z, T̂L,M] = ℏmT̂l m (B.48a)

[L̂±, T̂L M] = ℏ
√
(l ∓ m)(j ± m + 1)T̂l m±1 . (B.48b)

This is sometimes the only given definition for spherical tensors
but has the disadvantage, that it only works for this specific type of
operator. In addition, it may generate confusion if compared to the
spherical tensor operators introduced in the next section that do not
fulfill this commutator equation, since the commutator may not even
be defined for elements of the product space V ⊗ V.

Second Rank Spherical Tensors

Some physical effects are described by second-rank tensors of the
form

Q̂ = Qijeiej (B.49)
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where Q̂ is a second rank contravariant coordinate tensor over the
vector space V∗ ⊗ V∗. This tensor maps two vectors v = viei ∈ V
and v = viei ∈ V to an element of the field F of the vector space
2l + 1 dimensional vector space V.

The vectors v and w can be interpreted as an element of the
product space V ⊗ V. Assuming each ei is a spherical basis, the
spherical basis of the product space is simply given by

eL M = ∑
m1,m2

em1 ⊗ em2 CL M
lm1lm2

. (B.50)

This also defines a dual basis10 V∗ ⊗ V∗

eL M = ∑
m1,m2

em1 ⊗ em2 CL M
lm1lm2

. (B.51)

however, as mentioned previously, this is not a spherical basis any-
more. Instead, the spherical dual basis would be given by

eL M
spherical = ∑

m1,m2

(−1)−m1−m2−1−1e−m1 ⊗ e−m2 CL M
lm1lm2

= (−1)meL−M
(B.52)

and vice versa

eL M = (−1)MeL−M
spherical . (B.53)

Often in the literature, it is not specified if the tensor is given in
the canonical dual basis or the spherical basis of the dual space.

In reality V is often a 3D Cartesian vector space (i.e.l = 1) over
the real R or complex C numbers.

Spherical Tensor Operators

In quantum mechanics, the concept of tensors is also used in the form
of tensor operators11. However, in contrast to the example described
above, vectors

V ∋ v = viei 7→ Âiei = Â ∈ Ṽ (B.54)

10 This is due to eL MeL′ M′ = δL
L′δM

M′

11 Operators themselves can be interpreted as tensors. To distinguish vector operators
from normal operators, in this thesis, the term tensor operator will only be used in
the context of tensors of operators and linear maps between them. However, other
literature may have a different naming convention and may use the term tensor
operator in a much broader scope.
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are replaced by vector operators and dual vectors

V∗ ∋ w∗ = wiei 7→ ŵiẽi = w̃∗ =∈ Ṽ∗ (B.55)

are replaced by linear maps

w̃ : Ṽ → L (B.56)

where L is the linear span of {Âi}.
Ṽ is a vector space but Ṽ∗ is not a dual vector space, since L,

the vector space of operators, is not a field. Mathematically, tensor
operators are therefore not tensors by definition. However, represen-
tation theory does not require the linear maps to be dual vectors, so
only the notation of tensors can still be applied while keeping the
representation theoretical aspects untouched. This is often done in
quantum mechanics.

In SpinDynamica, spherical tensors operators of the type

T̂L M ∈ Ṽj ⊗ Ṽk , (B.57)

where Ṽi is the linear span12 of {ex Îi
x, ey Îi

y, ez Îi
z} with i ∈ {j, k}) and

spin operators Ŝx, Ŝy, Ŝz for spin i can be obtained by the

1 opT[{j, k}, {l, m}]

command.

12 Note that in SpinDynamica spin operators are defined dimensionless.



C
N U M E R I C A L S I M U L AT I O N S A N D C A L C U L AT I O N S

Two different approaches will be discussed to numerically calculate
and simulate spin dynamics in hot vapors that experience spin-
exchange collisions.

The first approach extends the original publication from Happer
and Tam [30] to highly polarized spin states by considering a local
approximation of the right side of the density matrix equation.

The other approach directly numerically integrates the density
matrix equation.

c.1 spherical operator basis for 87rb ground spin states

The use of irreducible tensors offers several advantages when dealing
with systems that offer some kind of rotational symmetry. First
suggested by Fano [172] it got later popularized for describing optical
pumping phenomenon [173–175] and or spin-exchange collisions [30,
173, 174].

Let F̂ be the total spin of a system and let |F, mF⟩ be an eigenstate
of the F̂2 and F̂z with the eigenvalues ℏ2s · (F + 1) and ℏmF. With
these states, spherical tensor operators can be defined by

T̂F,F′

l,m =
l

∑
mF=−l

|F, mF⟩ ⟨F′, mF − m| (−1)mF−M−F′ ·Cl,m
F,mF ,F′,M−mF

, (C.1)

where C J,M
j1,m1,j2,m2

is the Clebsch-Gordan coefficient. If only states
with F = F′ are considered, the spherical tensor operators may be
also written as T̂l,m.

Spherical tensors fulfill the following commutator identities[
F̂±, T̂l,m

]
= ℏ

√
(l ∓ m) · (l ± m + 1)T̂l,m±1 (C.2)[

F̂z, T̂l,m
]
= ℏmT̂l,m±1 (C.3)

and transform under rotations as

D̂(R̂)T̂l,mD̂†(R̂) =
l

∑
m′=−l

T̂l,m′Dl
m′,m , (C.4)

221
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where D̂ is the Wigner
1 D-matrix, whose elements are defined by

Dl
m′,m = ⟨l, m′| R̂ |l, m⟩ . (C.5)

c.2 local linearization of the density matrix equation

The right side of the density matrix equation L(ρ̂(t), t) (see Equa-
tion 1.7) is non-linear in ρ̂, due to the term that describes spin-
exchange collisions (see Equation 1.12). However, it can be locally
approximated around ρ̂0

L(ρ̂(t)) ≈ L(ρ̂0) +
ˆ̂L(ρ̂(t)− ρ̂0) , (C.6)

with a linear super-operator ˆ̂L for sufficiently close operators ρ̂. It is
also assumed, that f̂ does not have an explicit time dependence.

Let {|i⟩ = T̂i} be an orthonormal basis of the Liouville space, i.e.

⟨j|i⟩ = δij (C.7)

where

⟨j|i⟩ = Tr T†
j Ti (C.8)

is the Hilbert–Schmidt inner product.This is sometimes
called a Liouville

bracket in the context
of NMR e.g. in

Mathematica

package
SpinDynamica

To investigate the dynamics of the system the matrix elements
⟨j| ˆ̂L|i⟩ are of great interest. It can be calculated

ˆ̂L |i⟩ = 1
λ

ˆ̂L(λ |i⟩) = 1
λ

ˆ̂L(ρ0 + λ |i⟩ − ρ0)

λ→0
=
C.6

1
λ

(
f̂ (ρ0 + λ |i⟩)− f̂ (ρ0)

) (C.9)

by using Equation C.6 for sufficiently small λ.
A convenient basis for the Liouville space is the spherical tensor

operators |i⟩ = |l, m, F, F′⟩ = T̂F,F′

l,m , which fulfill the orthonormality
condition.

The density matrix equations will be analyzed around density
operators

ρ̂0 = NSNI × eβ·F̂ (C.10)

1 Eugene Wigner (1902–1995) was a Hungarian–American physicist and mathemati-
cian who made significant contributions to quantum mechanics, nuclear physics,
and group theory, and was awarded the Nobel Prize in Physics in 1963 for his work
on the application of symmetry principles to quantum mechanics.
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that are described by a spin temperature distribution β = (0, 0, β) (see
Equation 1.20). Since the spin temperature is aligned with the z axis
the operator is a superposition of spherical tensors with m = 0. In
contrast, transversal magnetization is described by spherical tensors
with m = ±1.

Spin exchange collisions do not mix operators with different m
quantum numbers i.e.

⟨j|L|j⟩ = δm,m′ ⟨j|L|j⟩ (C.11)

with |i⟩ = |l, m, F1, F2⟩ and |j⟩ = |l′, m′, F1′, F2′⟩.
Since the m = ±1 states are of main interest, it is sufficient to just

calculate matrix elements

⟨l′, 1, F1′, F2′|L|l, 1, F1, F2⟩

=
1
λ

(
⟨l′, 1, F1′, F2′| f̂ (ρ0 + λT̂F1,F2

l,1 )⟩ − ⟨l′, 1, F1′, F2′| f̂ (ρ0)⟩
=0

)
=

1
λ

(
⟨l′, 1, F1′, F2′| f̂ (ρ0 + λT̂F1,F2

l,1 )⟩
)

(C.12)

with m = 1 (or m = −1). In the last step the fact that ρ̂ only contains
TF,F′

0,0 operators was used.
From here, the analysis is completely identical to the procedure

described in Happer and Tam [30]. The so-calculated matrix can be
diagonalized and the eigenvalues be interpreted in the form of a
relaxation rate and Larmor frequency.

In contrast to the original paper, all tensors with m = ±1 are being
considered instead of just the ones with l = 1. For 87Rb (I = 3/2
and S = 1/2) this leads to 12-dimensional Liouville space for each
quantum number m which is significantly larger compared to what
Happer and Tam [30] originally discussed.

Generally, the eigenproblem may lead to 12 different eigenvalues
and 12 different relaxation rates (see Figure C.1). Even if not all of
the eigenvectors may have a significant oscillator strength or oscillate
at frequencies as high as the hyperfine splitting, the observed FID
may be highly non-mono-exponential. For many applications (e.g.
magnetometry) only the slowest relaxation rate is of interest that may
be labeled 1/T2. However, in the context of spin noise spectroscopy,
the other relaxation rates may be important for the analysis of the
spectrum (see Mouloudakis et al. [75]).
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Figure C.1: Transverse relaxation rates of all Liouville eigenstates. Most of
the coherences relax very quickly at a rate comparable to the
spin-exchange rate. Whereas for magnetometry usually, only
the slowest relaxation rate has to be considered, the other terms
may measurably affect the spin evolution e.g. when studying
spin-noise spectra.

c.3 numerical integration of the density matrix equa-
tion

An alternative approach is the numerical integration of the density
matrix equation. Assuming the density matrix equation is of the form

dρ̂

dt
=

1
iℏ
[
Ĥ, ρ̂

]
+ Lincoh(ρ̂, t) (C.13)

with a coherent and non-coherent part, the density operator’s time
evolution can be estimated. Assuming an density operator ρ̂n =

ρ̂(n × ∆t), the density operator ρ̂n+1 = ρ̂((n + 1)× ∆t) will be esti-
mated by using an iterative procedure

ρ̂n+1 = e−iĤ∆t/ℏρ̂neiĤ∆t/ℏ + Lincoh(ρ̂n, n × ∆t)∆t (C.14)

which is a combination of the exact solution for the coherent term
and an Euler

2 method for the incoherent one.
2 Leonhard Euler (1707–1783) was a Swiss mathematician and physicist who made

significant contributions to many areas of mathematics, including number theory,
calculus, graph theory, and mathematical physics, and is regarded as one of the
most prolific mathematicians in history.
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Major challenges for numerical integration are fast oscillating terms
since they require short integration time steps which can drastically
increase the computational time. In the context of alkali atoms (espe-
cially 87Rb the hyperfine coupling in the order of GHz creates fast
oscillating terms between states of different total angular momentum
quantum number F.

However, it has been shown [47], that as long as the hyperfine
term greatly exceeds all other terms in the Hamiltonian (which is
fulfilled for the parameter space discussed in this thesis) the density
operator can be secularized

ρ̂sec = ρ̂F=1 ⊕ ρ̂F=2 (C.15)

which effectively removes all coherences between these states and
therefore removes the fast oscillating terms.

Numerically, this secularization can be easily performed if the
density matrix is expressed in a basis consisting of eigenstates of the
total angular momentum |F, mF⟩.

This secularization

(ρ̂n+1)ij := δF,F′(ρ̂n+1)ij (C.16)

is performed after each integration step. Here F and F′ corresponds
to the main quantum number of the i-th and j-th basis state.

After each integration step some further checks are performed to
reduce accumulated numerical errors and ensure the new operator
fulfills the requirements of a density operator. Firstly, it is ensured
that the new density operator is still Hermitian by replacing the
original density operator with

ρ̂n+1 :=
ρ̂n+1 + ρ̂†

n+1

2
, (C.17)

and secondly, negative values are removed from the diagonal

(ρ̂n+1)ii
!
≥ 0 . (C.18)

Thirdly, the populations on the diagonal are checked

∣∣(ρ̂n+1)ij
∣∣ !
≤
√
(ρ̂n+1)ii ×

√
(ρ̂n+1)jj (C.19)

to ensure the matrix is positive semi-definite Note that the second
and third corrections
can be combined in
one step.
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Figure C.2: Simulated and fitted time-domain signal showing the transient
response of the magnetometer signal. At t = 0 an oscillating
magnetic field is turned on. There is excellent agreement be-
tween the fit and simulated data.

Lastly, the density operator is normalized

ρ̂n+1 :=
ρ̂n+1

Tr ρ̂n+1
(C.20)

which ensures the probabilities add up to 1.
After the integration is performed, the observable can be calculated

from the sequence of density operators which can be fitted using
a suitable model. Figure C.2 shows an example of the transient re-
sponse of the magnetometer signal driven by an oscillating magnetic
field. It shows excellent agreement between the simulated data and
the fitted model.



D
T H E O R E T I C A L D E R I VAT I O N O F Z E R O F I E L D N M R
S P E C T R A

This chapter contains some derivations that help to predict zero-
field spectra. For the sake of simplicity, only AnXm spin systems are
considered, where every spin is 1/2. The n A-spin are magnetically
equivalent. The same holds for the m X-spins.

d.1 hamiltonian

A simplified Hamiltonian

Ĥ =− γAB ·
n

∑
i=1

ÎA,i − γXB ·
m

∑
i=1

ÎX,i

− π JAX

ℏ

n

∑
i=1

m

∑
j=1

ÎA,i · ÎX,j

− π JAA

ℏ

n−1

∑
i=1

n

∑
j=i+1

ÎA,i · ÎA,j −
π JXX

ℏ

m−1

∑
i=1

m

∑
j=i+1

ÎX,i · ÎX,j

=− γAB · ÎA − γXB · ÎX − π JAX

ℏ
(
F̂2 − Î2

A − Î2
X
)

− π JAA

ℏ

(
Î2

A −
n

∑
i=1

Î2
A, i

)
− π JXX

ℏ

(
Î2

X −
m

∑
i=1

Î2
X, i

)
(D.1)

with

ÎA =
n

∑
i=1

ÎA,i , (D.2a)

ÎX =
m

∑
i=1

ÎX,i (D.2b)

and (D.2c)

F̂ = ÎA + ÎX . (D.2d)

At zero field (B = 0) the Hamiltonian commutes with F̂2, F̂z, Î2
A,

Î2
A,i, Î2

X and Î2
A and there exists a orthogonal set of basis states that are

eigenstates of these operators, that can be written as |F, mF, A, X⟩.
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d.2 selection rules

Magnetometers are sensitive to the magnetic moment

µ̂ = γAÎA + γXÎX . (D.3)

Assuming the eigenstates |F, mF, A, X⟩ are defined by

|F, mF, A, X⟩ = CF,mF
A,mA,X,mX

|A, mA⟩ ⊗ |X, mX⟩ (D.4)

then, the spin operators1

ÎX = ℏ ∑
N,F,F′

(−1)Ne−N T̂1,N(F, F′)W(1, X, F, A; X, F′)

×
√

X · (2X + 1)(F + 1)(2F′ + 1)
3

(D.5a)

ÎA = ℏ ∑
N,F,F′

(−1)N−2A−2I−F−F′
e−N T̂1,N(F, F′)W(1, A, F, X; A, F′)√

A · (2A + 1)(F + 1)(2F′ + 1)
3

(D.5b)

The spherical tensor operators T̂l,m(F, F′) (see Equation C.1 may
contain matrix elements |F, mF⟩ ⟨F′, m′

F| that fulfill the triangular
condition∣∣F − F′∣∣ ≤ l ≤ F + F′ . (D.6)

For l = 1 this can also be formulated in the form of a selection rule

∆F = F′ − F = 0,±1 (D.7)

for the total spin quantum number F. In addition, it holds ∆A =

0 and ∆I = 0 since no term allows transitions between states of
different A and I.

For F = F′ = 0 the triangular condition∣∣F − F′∣∣ = 0 ≤ l = 1 ≤ 0 = F + F′ (D.8)

is not fulfilled. Transitions between F = 0 and F′ = 0 are therefore
forbidden.

1 Equation D.5b can be derived from Equation D.5a using the symmetry property
C J,mJ

j1,m1,j2,m2
= (−1)j1+j2−JC J,mJ

j2,m2,j1,m1
of Clebsch-Gordan coefficients.
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The magnetic moment operator can also be expressed in spherical
coordinates

µ̂ =

(
− µ̂x√

2
+

iµ̂y√
2

)
e+ +

(
µ̂x√

2
+

iµ̂y√
2

)
e− + µ̂ze0 . (D.9)

The spherical tensor operators T̂l,m(F, F′) (see Equation C.1 may
contain matrix elements |F, mF⟩ ⟨F′, m′

F| for which mF − m′
F = m.

Comparing Equation D.9 and Equation D.5a/Equation D.5b leads to
another selection rule

∆mF = m′
F − mF = q , (D.10)

where q is the spherical coordinate.

d.3 eigenenergies and transition frequencies

The eigenenergies ϵfull of states |F, mF, A, X⟩ at zero field (B = 0) are
given by

ϵfull =
hJAX

2
× (F(F + 1)− A(A + 1)− X(X + 1))

+
hJAA

2
× (A(A + 1)− Ai(Ai + 1))

+
hJXX

2
× (X(X + 1)− Xi(Xi + 1))

(D.11)

Since the selection rules forbid transitions with ∆A ̸= 0 and
∆X ̸= 0 the last two summands can be ignored if only the tran-
sition frequencies are of interest.

The simplified transition energies

ϵ =
hJAX

2
× ((F + 1)F − (A + 1)A − (X + 1)X) (D.12)

will be denoted as ϵ. Transition frequencies νi f between a state |i⟩
and | f ⟩ can then be calculated via

νi f =

∣∣∣∣ϵi − ϵ f

h

∣∣∣∣ . (D.13)

d.4 examples

The following section contains some examples of simple spin systems.
In the following the bold-number notation is used, which means that
N is a 2 × N + 1 dimensional irreducible representation of the so(3)

Lie algebra with weights −N,−N + 1, . . . , N − 1, N.
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dim F IA IX F(F + 1) IA(IA + 1) IX(IX + 1) ε/h

3 1 1/2 1/2 2 3/4 3/4 J/4

1 0 1/2 1/2 0 3/4 3/4 -3J/4

Table D.1: Possible spin quantum numbers and eigenenergies of the zero-
field Hamiltonian of an AX spin system.

AX Spin System e.g. formic acid-13C

In this simple case, the total spin of A and X is just A = X = 1/2.
The Hilbert spaces of the two systems is given by HA = HX = 2.
The product spaceH

13C

O

OH

formic acid-13C H = HA ⊗HX dimH = 4

=
A=1/2

2 ⊗
X=1/2

2 = 2 × 2

=
F=0
1 ⊕

F=3
3 = 1 + 3

(D.14)

can be decomposed into a one and three-dimensional subspace.
Table D.1 shows the possible eigenenergies of the eigenstates. The

only possible transition between the two states fulfills the selection
rules and, therefore, a resonance at the frequency

ν =
JAX

4
−
(
−3JAX

4

)
= JAX (D.15)

is expected.

AX3 Spin System e.g. methanol-13C

The Hilbert space of the A spin is again simply HA = 2 with
A = 1/2. In contrast, the Hilbert space of the X spin is given byH

13C
H

H

OH

methanol-13C HX = HX,1 ⊗HX,2 ⊗HX,3 dimHX = 8

=
X1=1/2

2 ⊗
X2=1/2

2 ⊗
X3=1/2

2 = 2 × 2 × 2

=

(
X12=0

1 ⊕
X12=1

3
)
⊗

X3=1/2
2 = (1 + 3)× 2

=
X12=0

1 ⊗
X3=1/2

2 ⊕
X12=1

3 ⊗
X3=1/2

2 = 1 × 2 + 3 × 2

=
X=1/2

2 ⊕
X=1/2

2 ⊕
X=3/2

4 = 2 + 2 + 4
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dim F IA IX F(F + 1) IA(IA + 1) IX(IX + 1) ε/h

5 2 1/2 3/2 6 3/4 15/4 3J/4

3 1 1/2 3/2 2 3/4 15/4 -5J/4

2 × 3 1 1/2 1/2 2 3/4 3/4 J/4

2 × 3 0 1/2 1/2 2 3/4 3/4 -3J/4

Table D.2: Possible spin quantum numbers and eigenenergies of the zero-
field Hamiltonian of an AX3 spin system.

(D.16)

The full Hilbert space

H = HA ⊗HX

=
A=1/2

2 ⊗
(

X=1/2
2 ⊕

X=1/2
2 ⊕

X=3/2
4
)

= 2 ⊗ 2 ⊕ 2 ⊗ 2 ⊕ 2 ⊗ 4

=
F=0
1 ⊕

F=1
3 ⊕

F=0
1 ⊕

F=1
3 ⊕

F=1
3 ⊕

F=2
5

(D.17)

has

dimH = 16

= 2 × (2 + 2 + 4)

= 2 × 2 + 2 × 2 + 2 × 4

= 1 + 3 + 1 + 3 + 3 + 5

(D.18)

dimensions.
Table D.2 shows the possible eigenenergies of the eigenstates. There

are two allowed transitions

ν1 =
3JAX

4
−
(
−5JAX

4

)
= 2JAX (D.19)

ν2 =
JAX

4
−
(
−3JAX

4

)
= JAX (D.20)

at the J-coupling frequency and twice its value.
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A2X3 Spin System e.g. 2,2,2-trifluoroethanol

F

F F

OH

2,2,2-trifluoroethanol

The two A spins are strongly coupled. The corresponding Hilbert

space

HA = HA,1 ⊗HA,2 dimHA = 2 × 2

= 2 ⊗ 2 = 2 × 2

= 1 ⊕ 3 = 1 + 3

(D.21)

can be decomposed into subspaces of spin-0 and spin-1 invariant
which are invariant under rotations. The eigenstates linked to the Ĵ2

H
operator are responsible for a 1-2-1-splitting of the fluorine resonance
peak of 2,2,2-trifluoroethanol.

Accordingly, the Hilbert space

HX = HX,1 ⊗HX,2 ⊗HX,3 dimHX = 8

= 2 ⊗ 2 ⊗ 2 = 2 × 2 × 2

= (1 ⊕ 3)⊗ 2 = (1 + 3)× 2

= (1 ⊗ 2)⊕ (3 ⊗ 2) = (1 × 2) + (3 × 2)

= 2 ⊕ 2 ⊕ 4 = 2 + 2 + 4

(D.22)

can be decomposed into three irreducible representation of so(3),
i.e. the elements are invariant under rotations. It leads to a 1-3-3-1-
splitting of the hydrogen peak separated by J.

The total Hilbert space

H = HA ⊗HX

= (1 ⊕ 3)× (2 ⊕ 2 ⊕ 4)

= 2 ⊕ 2 ⊕ 4 ⊕ 2 ⊕ 4 ⊕ 2 ⊕ 4 ⊕ 2 ⊕ 4 ⊕ 6

(D.23)

has

dimHtotal = dimHH × dimHF = 4 × 8 = 32

= 2 + 2 + 4 + 2 + 4 + 2 + 4 + 2 + 4 + 6 = 32
(D.24)

dimensions.
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dim F JA JX F(F + 1) JA(JA + 1) JX(JX + 1) ε/h

6 5/2 3/2 1 35/4 15/4 8/4 3J/2

4 3/2 3/2 1 15/4 15/4 8/4 -J

2 1/2 3/2 1 3/4 15/4 8/4 -5J/2

4 3/2 3/2 0 15/4 15/4 0 0

2 × 4 3/2 1/2 1 15/4 3/4 8/4 J/2

2 × 2 1/2 1/2 1 3/4 3/4 8/4 -J

2 × 2 1/2 1/2 0 3/4 3/4 0 0

Table D.3: Possible spin quantum numbers and eigenenergies of the zero-
field Hamiltonian of an A2X3 spin system.

Table D.3 lists all the possible subspaces including their energy
shifts due to the heteronuclear J-coupling. Applying the selection
rules leads to expected transitions

ν1 =
3JAX

2
−
(
− JAX

)
=

5JAX

2
(D.25)

ν2 = −JAX −
(
−5JAX

2

)
=

3JAX

2
(D.26)

ν3 =
JAX

2
− (−JAX) =

3JAX

2
(D.27)

at two different resonance frequencies.

d.5 more complex systems

Spin systems like AnXmBo with at least three magnetically nonequiv-
alent spins are more difficult to handle. The Hamiltonian

Ĥ =− γAB · ÎA − γXB · ÎX − γBB · ÎB

− π JAX

ℏ
(
F̂2

AX − Î2
A − Î2

X
)
− π JAB

ℏ
(
F̂2

AB − Î2
AB − Î2

B
)

− π JXB

ℏ
(
F̂2

XB − Î2
X − Î2

B
)
− π JAA

ℏ

(
Î2

A −
n

∑
i=1

Î2
A, i

)

− π JXX

ℏ

(
Î2

X −
m

∑
i=1

Î2
X, i

)
− π JBB

ℏ

(
Î2

B −
o

∑
i=1

Î2
B, i

)
(D.28)
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contain the coupled spin operators F̂AX = ÎA + ÎX, F̂AB = ÎA + ÎB

and F̂XB = ÎX + ÎB. The reason why these spin systems are difficult to
analyze is the fact that these spin operators squared do not commute.
For example[

F̂2
AX, F̂2

XB
]
=
[
(ÎA + ÎX)(ÎA + ÎX), (ÎX + ÎB)(ÎX + ÎB)

]
=
[
Î2

A + Î2
X + 2ÎAÎX, Î2

X + Î2
B + 2ÎXÎB

]
=
[
Î2

A, Î2
X
]

=0
+
[
Î2

A, Î2
B
]

=0
+
[
Î2

X, Î2
X
]

=0
+
[
Î2

X, Î2
B
]

=0

+
[
2ÎAÎX, 2ÎXÎB

]
+
[
Î2

X, 2ÎXÎB
]

=0
+
[
Î2

A, 2ÎXÎB
]

=0

+
[
2ÎAÎX, Î2

X
]

=0
+
[
2ÎAÎX, Î2

B
]

=0

= 4
[

Î(A)
i Î(X)i , Î(X)j Î(B)j

]
= 4 Î(A)

i Î(B)j

[
Î(X)i , Î(X)j

]
= 4iℏϵijk Î(A)

i Î(B)j Î(X)k

(D.29)

is non-zero. In the same way, the commutators for the other coupled
spin operators can be calculated. The eigenstates of the total Hamil-
tonian can therefore not simply be expressed in terms of angular
momentum eigenstates.

In the scenario of one J-coupling constant being significantly larger
than the others e.g. JAX ≫ JAB, JXB a perturbation approach can be
tried, where the A and X spin still can be considered as strongly
coupled.

In other cases, numerical simulations may be the most suitable
approach that can be easily performed even for larger spin systems.
In general, the number of resonances drastically increased the more
spins are added to the systems, which makes zero field spectra
difficult to interpret for larger molecules.

d.6 comparison to high field

At high field (B = (0, 0, B0)) the Zeeman term is the dominant
interaction by being orders of magnitude larger than the J-coupling
constants. For the following discussion chemical shifts are ignored.

Assuming a AnXmBo spin system, the Zeeman term commutes with
the spin operators Î2

A, Î2
X and Î2

B. The Zeeman basis |A mA X mX B mB⟩
describes the eigenstates of the Zeeman as well as the J-coupling
terms of magnetically equivalent spins. However, they are not eigen-
states of the J-coupling terms of non-magnetically equivalent spins.
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In the limit of weak coupling between spins e.g. B0 |γA − γX| ≫
2π × JAX, the secular approximation

ÎA · ÎX = Î(A)
x · Î(X)x + Î(A)

y · Î(X)y + Î(A)
z · Î(X)z

sec.approx.→ Î(A)
z · Î(X)z (D.30)

allows the simplification of J-coupling terms of the Hamiltonian by
removing non-commuting components of the interaction operator. It
can be justified in many ways, e.g. by identifying and removing fast
oscillating terms in the interaction picture or non-contributing terms
in the perturbation theoretical approach.

With this approximation, the NMR spectra for molecules can be
predicted as long as the underlying coupling constants are known.

d.7 j-coupling constant sensitivity

In the context of J-coupling estimation, a value is the sensitivity of a
resonance with respect to changes to the coupling constant. This can
be conveniently described by the derivative

dν

dJ
(D.31)

of the resonance frequency ν with respect to the coupling constant J.
Whereas at high-field the maximum of this value is given by half

the multiplicity (n + 1)/2, zero-field spectra sometimes allow even N + 1 rule in NMR

larger values. For the example of 2,2,2-trifluoroethanol, at high field,
the largest J-sensitivity 3/2 can be observed on the outer peaks of
the proton quartet. At zero field the highest observable resonance
would have a sensitivity of 5/2.





E
E X P E R I M E N TA L S E T U P — N M R D U I N O

In contrast to high-field NMR experiments, there are no commercial
ZULF spectrometers. For the experiments presented in this thesis,
a home-built spectrometer was used based on low-cost electronics
and open-source software and hardware, which will be released as
part of the NMRduino project. Further details can be found in Tayler,
Bodenstedt, et al. [176].

e.1 nmrduino hardware

The main circuit board of the NMRduino has the size of a credit card
(see Figure E.1). It is powered by 5 V via USB. It works with a PC,
MAC, and Linux (including Raspberry Pi OS). Figure E.1 shows the
size and components needed to assemble the NMRduino prototype.
The high-voltage digital outputs require a separate voltage source
that is electrically isolated from the rest of the board to prevent noise
due to ground loops.

The total power consumption is very low. The full system (includ-
ing a Raspberry Pi, an NMRduino board, two current supplies, and
a signal generator) can be operated with 96 Wh power bank for about
18 h which leads to a total power consumption of about 5.3 W. The
option to operate the system on the battery was a major requirement
when designing the system since it allows improved portability as
well as noise reduction at utility frequencies.

Arduino Compatible Microcontroller

The heart of the NMRduino board is a Teensy USB development
board. Whereas most of the experiments in this thesis were performed
with a Teensy 3.5, the release version of NMRduino will be based on
Teensy 4.0/4.1. The hardware was chosen mainly due to the higher
clock speed (120 MHz for Teensy 3.5; 600 MHz for Teensy 4.0/4.1)
compared to 16 MHz of the Arduino Uno.

237
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Figure E.1: Overview of the size and components of the NMRduino spec-
trometer. The whole circuit board is about the size of a credit
card and can be powered by 5 V via universal serial bus (USB).
Data communication is established by a serial protocol via USB
as well.

Data Acquisition

The system allows data acquisition with 16-bit resolution within
different voltage ranges up to −10 V to 10 V at a maximum sampling
rate of 100 ksps. A maximum of 65 536 samples can be recorded
per scan. In addition, supersampling can be used enabled on the
spectrometer to increase the acquisition length while keeping the
suppression of anti-aliasing at high sampling rates.

Output

In different configurations, the NMRduino can generate low noise
current analog and digital current outputs up to 2.4 A. Figure E.2
a development version of the circuit used to amplify a low-current
signal generated by an internal DAC with an operational amplifier
followed by an H bridge to control the polarity of the signal. The
system allows continuous current output. However, if coils are driven
by these high currents some form of active or passive cooling might
be needed.

A pulse sequence is handled on an event basis. Depending on the
configuration a pulse sequence can handle up to 21000 events. On
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Figure E.2: Schematic of the circuit used for the analog high-current out-
put channels. The internal unipolar digital to analog converter
(DAC) signal gets amplified by an externally powered L272M
operational amplified. Subsequently, the polarity of the signal
is controlled via an integrated H-bridge circuit. As an example,
this system was used to create fast magnetic field pulses to
manipulate the state of nuclear spin in H2O.

each event, the value of a single or multiple channels can be altered.
For the setup used in this thesis, the timing resolution was 2 µs. With
an upgrade to Teensy 4.0/4.1 it is expected to improve this resolution
even further.

e.2 nmrduino software

This section describes the software that controls the spectrometer. A
detailed description of the firmware that is running on the microcon-
troller will be available in Tayler, Bodenstedt, et al. [176]. Figure E.3
shows the main elements of the graphical user interface.

System Requirements

The software is written in C++ and based on the Qt framework
(version 5.15 LTS). It runs on every platform that is compatible with
Qt and therefore natively on Windows, Mac, and Linux systems,
including Raspberry Pi 3B/4. Some functionality (especially to com-
municate with some devices) relies on libraries not available for
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Figure E.3: Typical user interface of the NMRduino control software. The
left side shows the active measurements whereas the connected
devices are shown on the right panel. The software is highly
modular and allows the simple inclusion of third-party devices
or measurements. It is written in C++ and based on the Qt

framework.
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all platforms and may not be supported. Also, some interfaces to
optimize the rendering of plots are not supported on all platforms.

Measurement Modes

Natively the software comes with a real-time spectrum analyzer, and
measurement allowing pulse-acquire sequences and a mode offering
array-like operation. Each of these modes is highly customizable and
allows a broad range of experiments.

Pulse Files

Pulse sequences are loaded via pulse-sequence files, which contain a
simple, plain-text, tab-separated data structure. The following lines
show a very simple example of such a file, that generates a four-
second polarizing field followed by a short spin rotation pulse:

1 8# Pol DCH0 DCH1 DAC0 DAC1

2 0000000 0 0 0 0 0

3 25000 32767 0 0 0 32000

4 4000000 32767 0 0 0 0

5 4018000 0 0 0 0 0

6 4018020 0 32767 0 0 0

7 4018068 0 0 0 0 0

8 4038078 0 0 0 0 0

Figure E.4 shows a graphical representation of the sequence. The
generation of these files can be automated with any scripting lan-
guage (e.g. Python). The top line describes four channels (two analog
DAC0 and DAC1, and three digital Pol, DCH0, and DCH1).

Supported Devices

Natively the software runs with several versions of the NMRduino

spectrometer as well as bipolar current supplys (CSBs) that support
the Twinleaf CSB command reference [177, 178]. In addition, sev-
eral arbitrary waveform generators and smaller home-built devices
(including temperature sensors and sine wave generators).



242 experimental setup — nmrduino

Pol

DCH0

DCH1

DAC0

DAC1

Figure E.4: Graphical representation of the pulse sequence described above.
The sequence represents a 4 s polarization pulse (Pol) followed
by a short digital pulse (DCH0) to apply a spin rotation. During
the polarization, there is a constant output on one of the analog
channels (DAC1) as well. The other channels are constant zero.

e.3 nuclear spin polarization

Any kind of NMR experiment relies on some form of spin polariza-
tion. For the experiments performed in this thesis, several methods
were developed. This section provides a brief summary. The detailed
description can be found in the original publications.

Thermal Polarization in a High-Field Magnet

A relatively easy way to create a level of spin polarization sufficient
for being detected is putting the sample inside the magnetic field of
a magnet with a field strength of 1 T or higher. This can be a simple
Halbach magnet made from individual permanent magnets or using
an electromagnet. In this thesis, experiments were performed with
samples polarized in magnets between 1 T (i.e. home-built Halbach

magnet) and 14 T (i.e. 600 MHz high field NMR magnet).
The main drawback of this technique is the need to subsequently

shuttle the sample to an ultralow field environment to be detectable
by an atomic magnetometer.
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pump

shield

lower reservoir

upper reservoir

coil

Figure E.5: Schematic of the semi-active cooling system for the polarization
coil. Approximately every 30 min the pump has to repump the
water from the lower to the upper reservoir. The water flow
keeps the sample temperature below 35 °C if the polarizing
current is run continuously.

Semi-Actively Cooled Electromagnet

As an alternative to mechanical sampling shuttling a system for
thermal nuclear spin polarization via electromagnets was developed.
This idea is shown in Figure 2.6 in Chapter 2. The coil is placed
inside the shield and can generate a continuous field of up to 20 mT.
The current is in order of 1 A to 2 A.

To prevent burning the coil and overheating of the sample the
whole system is cooled by a continuous flow of deionized water (see
Figure E.5). The cooling system is realized as a siphon and driven by
gravity. Only re-pumping the water from the lower reservoir to the
upper reservoir requires active pumping. This design was chosen to
minimize the vibrational noise that may affect the sensitivity of the
magnetometer.

The two reservoirs are vertically separated by a distance of 2 m.
Approximately every half an hour the reservoir empties and needs
to be repumped.

This polarization technique is especially suitable for samples with
short coherence times. The coil ringdown is in the order of 20 ms
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Figure E.6: Design of a home-built automated syringe pump to transfer a
liquid sample within less than a second from a 1 T permanent
magnet towards a magnetically shielded environment. The de-
sign offers a cheap, reliable, and fast option for liquid samples.
The used glass syringes equipped with polytetrafluoroethylene
plungers are chemically compatible with many substances.

which is fast enough for most FFC experiments performed in this
thesis.

Fast Liquid Sample Shuttling via Home-Built, High-Speed Syringe Pump

Liquid sample shuttling using a fast syringe pump is another al-
ternative polarization method that is especially suitable for liquid
samples with relaxation rates in the order of 1 s. Figure E.6 shows the
3D model used to design the pump. It is not as fast as mechanical
sample shuttling but introduces less mechanical noise. It also faces
less risk of breaking the sample mechanically.

Generation of Hyperpolarized Nuclear Spins

As an alternative to thermal polarization techniques, several hyper-
polarization methods were applied to generate nuclear spin polar-
ization. Photo-CIDNP is one of the techniques which is published in
Chuchkova et al. [99]. Some results using dynamic nuclear polariza-
tion are published in [115].
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D ATA A N A LY S I S — D F T T O O L S

This chapter described a toolset for the analysis of spectra obtained
by a discrete Fourier transform (DFT) of a finite sequence of regularly
sampled data. It summarizes the results of the manuscript Bodenstedt
et al. [77] that is currently under preparation. Simultaneously to the
publication, the release of the Python package DFTtools is planned.

f.1 motivation

Fourier analysis is a toolbox used in many fields of research to get
spectral information of data and mathematical functions. The discrete
Fourier transform (DFT) is often used in digital data science since
it can be applied to a finite set of non-continuous data. In contrast,
the Fourier transform (FT) is often used to describe and investigate
mathematical models since it requires continuous functions.

Often, the results obtained from the FT are directly compared to
the results DFT to benchmark the quality of the model or to extract
physical parameters from the measured data. Especially in NMR,
spectra obtained from a DFT of a finite sequence of sampled data
are fitted to mathematical model functions like Lorentzians that are
motivated by the analysis of physical systems based on FTs.

This chapter explores the limitations of this approach. Figure F.1
and Figure F.2 show significant differences between different Fourier

analysis methods. The results show some similarities but the DFT
features several artifacts that, if not taken care of, may drastically
affect the quality of the results.

The Python package DFTtools was developed to handle these
artifacts automatically to improve the performance of fits and, by that,
reduce the uncertainties of the extracted physical parameters. It may
be seen as an addition/replacement to the application of window
functions that try to tackle these issues at the cost of distorting the
spectrum. In general, there are many methods (e.g. artificial line
broadening, signal truncation, zero-padding, windowing) frequently
used, especially in the NMR community, that improve solely the
aesthetics of spectra obtained from a DFT. However, these methods
often do neither provide any additional insight into the system nor
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Figure F.1: Conceptual differences between the FT (grey), discrete-time
Fourier transform (DTFT) (blue), and DFT (orange) in the time
domain. It is assumed that the graph extends to ±∞ on the time
axis. The vertical dotted lines represent discrete sampling. The
sampling interval T = 1/ fs = 1 s is constant. The number of
samples for the DTFT is infinite whereas only a finite number of
samples N = 8 is considered for the DFT.
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Figure F.2: Conceptual differences between the FT (grey), DTFT (blue), and
DFT (orange) in the frequency domain. The frequency sam-
pling is continuous for FT (grey) and DTFT (blue). For the DFT
(orange) the frequency sampling is discrete (indicated by the
vertical dotted lines) and separated fs/N = 1 Hz/8 = 125 mHz.
It is assumed that the graph extends to ±∞ on the frequency
axis. Even if the sampled signal is completely identical in the
time domain, the transformed signals vary significantly in terms
of amplitude, center frequency, linewidth, and phase. Extracting
the original parameters of the damped sine curve from the DFT
is a common, but non-trivial challenge.
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do they reduce the uncertainty of the estimated parameters extracted
from the spectra.

f.2 fourier analysis

In this section the differences between the FT, DTFT, and the DFT are
explained and it will be derived how the results are mathematically
connected.

Continuous Fourier Transform

The FT

a( f ) = F (s)( f ) =
∫ ∞

−∞
y(t)e−2πi f tdt (F.1)

of a function y : R → C can in many cases be exactly calculated
and is an important tool in many fields of physics and mathematics.
However, it requires the function to be continuously defined for every
real number. This requirement is often not fulfilled in practice, for
digitally sampled time traces.

Discrete-time Fourier Transform

Often, a signal is sampled with a fixed frequency

fs =
1
T

, (F.2)

which is called the sampling frequency. Accordingly, T is called the
sample interval/spacing.

The DTFT

a1/T(y)( f ) ≡ a fs(y)( f )

≡ T
∞

∑
m=−∞

y(mT)e−2πi f Tm

=
∞

∑
m=−∞

F (y)( f − m fs)

(F.3)
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defines a Fourier transform where the function y is sampled at
the sampling frequency. In the last step, the Poisson

1 summation
formula was used to express the DTFT as an infinite sum of FTs.

Discrete Fourier Transform

The DTFT is already close to a real lab scenario except for the require-
ment for an infinite number of samples. This last issue is tackled by
introducing the DFT

ak ≡ T
N−1

∑
m=0

y(mT)e−2πikm/N (F.4)

that only requires a finite number of samples N. It may be convenient
to introduce the function

g(t) = y(t)H(t)− y(t)H (t − NT) (F.5)

with the Heaviside
2 step function

H(t) =


0, if t < 0

1/2, if t = 0

1, if t > 0

. (F.6)

The function g(t) has the convenient properties

g(mT) =


y(mT), if 0 < m < N

0, if m < 0 or N < m

y(mT)/2, if m = 0 or m = N

. (F.7)

1 Siméon Denis Poisson (1781–1840) was a French mathematician and physicist who
made significant contributions to various branches of mathematics, including his
formulation of the Poisson equation in potential theory and his work on probability
theory and statistics, with notable applications in physics and engineering.

2 Oliver Heaviside (1850–1925) was an English mathematician and physicist who rev-
olutionized the field of electrical engineering through his development of complex
numbers, vector analysis, and his mathematical formalism known as Heaviside’s
operational calculus.
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With the DFT in Equation F.4 can be expressed

ak = a fs(g)(k fS/N) + Tg(0)e−2πik/N×0 − Tg(NT)e−2πikN/N

=
∞

∑
m=−∞

F (g)(k fs/N − m fs) + Tg(0)− Tg(NT)e−2πik

=
∞

∑
m=−∞

∫ ∞

−∞
y(t)H(t)e−2πit(k fs/N−m fs)dt

−
∞

∑
m=−∞

∫ ∞

−∞
y(t)H(t − NT)e−2πit(k fs/N−m fs)dt

+ Tg(0) + Tg(NT)e−2πik

=
∞

∑
m=−∞

∫ ∞

−∞
y(t)H(t)e−2πit( fk−m fs)dt

−
∞

∑
m=−∞

∫ ∞

−∞
y(t + NT)H(t)e−2πit( fk−m fs)dt

+
Ty(0)

2
− Ty(NT)

2
e−2πik ,

(F.8)

where in the last step the frequency

fk = k fs/N (F.9)

was introduced.
As can be seen from Equation F.8, there are some significant dif-

ferences between the DFT and the FT and results obtained from one
transformation cannot be directly applied to the other.

f.3 examples

The results from the last section will be applied to a exponentially-
and non-decaying sine function.

Exponentially Decaying Signal

In many physical systems, a signal

y(t) = a0e−Γt cos (2π fosct + φ0)

= a0e−Γt 1
2

(
ei(2π fosct+φ0) + e−i(2π fosct+φ0)

)
=

a0

2
e−Γt+i(2π fosct+φ0) +

a0

2
e−Γt−i(2π fosct+φ0)

(F.10)
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is observed in the time domain t >= 0 that can be described by an
oscillating term cos (ω0t + φ0) that decays exponentially with a rate
Γ. It is the step response of a freely oscillating damped harmonic os-
cillator, which can be found to some approximation in many physical
systems in nature. It is assumed that y(t) = 0 for t < 0.

For Γ ̸= 0 the FT of this signal can be easily calculated

F (y)( f ) =
∫ ∞

−∞
y(t)e−2πi f tdt

=
∫ ∞

−∞
y(t)H(t)e−2πi f tdt

=
a0

2

(
eiφ0

∫ ∞

0
e−(Γ+2πi( f− fosc))tdt

+ e−iφ0

∫ ∞

0
e−(Γ+2πi( f+ fosc))tdt

)
=

a0

2

(
eiφ0

Γ + 2πi( f − fosc)
+

e−iφ0

Γ + 2πi( f + fosc)

)
= L( f , a0/2, fosc, Γ, φ0) ,

(F.11)

where

L( f , a, fosc, Γ, φ) = a×
(

eiφ

Γ + 2πi · ( f − fosc)
+

e−iϕ

Γ + 2πi · ( f + fosc)

)
(F.12)

is a double complex Lorentzian function. The Heaviside step func-
tion does not change the integral (since, by definition, it is assumed
that y(t) = 0 for t < 0 anyway), but will be needed later.

For calculating the DFT of this signal, it is useful to introduce the
parameters

tn = n/ fs = nT (F.13a)

yn = y(tn) (F.13b)

ϕn = φ0 + 2π fosctn (F.13c)

an = a0e−tnΓ . (F.13d)

It also holds that

y(t + tn) = a0e−Γ(t+tn) cos (2π fosc(t + tn) + φ0)

= a0e−Γtn e−Γt cos (2π fosctn + φ0 + 2π f0tn)

= ane−Γt cos (2π fosctn + φn) ,

(F.14)
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which has the same form as Equation F.10 and only differs in the
amplitude and phase.

With this, Equation F.8 can be calculated

ak =
∞

∑
m=−∞

L( fk − m fs, a0/2, fosc, Γ, φ0)

−
∞

∑
m=−∞

L( fk − m fs, aN/2, fosc, Γ, φN)

+
Ty0

2
− TyNe−2πik

2

(F.15)

for the signal described in Equation F.10. This result differs quite
significantly from the solution of the FT in Equation F.11. However,
often not all elements of the infinite summation have to be con-
sidered to achieve acceptable results since the Lorentzian decays
asymptotically to zero at frequencies far away from resonance.

Non-Decaying Cosine Function

As another example a non-decaying cosine function

y(t) = a0 cos (2π fosct + φ0)

= a0
1
2

(
ei(2π fosct+φ0) + e−i(2π fosct+φ0)

)
=

a0

2
ei(2π fosct+φ0) +

a0

2
e−i(2π fosct+φ0)

(F.16)

is considered. For the DFT the FT of∫ ∞

−∞
y(t)H(t)− y(t)H(t − tN)e−2πi f tdt

=
∫ ∞

−∞
y(t)Π

(
t − NT/2

tN

)
e−2πi f tdt

=
∫ ∞

−∞
y(t)e−2πi f tdt ∗

∫ ∞

−∞
Π
(

t − tN/2
tN

)
e−2πi f tdt ,

(F.17)

where the convolution theorem

F ( f · g) = F ( f ) ∗ F (g) (F.18)

was used in the last step. Π(t) is the rectangular function or Heavi-
side Π function

rect(t) ≡ Π(t) ≡


0, if |t| > 1/2

1, if |t| < 1/2

1/2, if |t| = 1/2

. (F.19)
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The first integral is∫ ∞

−∞
y(t)e−2πi f tdt

=
∫ ∞

−∞

a0

2
ei(2π fosct+φ0) +

a0

2
e−i(2π fosct+φ0)e−2πi f tdt

=
a0

2
eiφ0

∫ ∞

−∞
e2πi fosctdt +

a0

2
e−iφ0

∫ ∞

−∞
e−2πi fosce−2πi f tdt

=
a0

2
eiφ0 δ( f − fosc) +

a0

2
e−iφ0 δ( f + fosc)

(F.20)

is just the sum of two Dirac delta functions. The second integral∫ ∞

−∞
Π
(

t − tN/2
tN

)
e−2πi f tdt

= e−πi f tN

∫ ∞

−∞
Π
(

t
tN

)
e−2πi f tdt

= e−πi f tN sinc( f tN)tN

(F.21)

leads to the sinc function. Using the identity

S ∗ δ = S (F.22)

Equation F.8 can be calculated

ak =
∞

∑
m=−∞

∫ ∞

−∞
y(t)H(t)e−2πit( fk−m fs)dt

−
∞

∑
m=−∞

∫ ∞

−∞
y(t + tN)H(t)e−2πit( fk−m fs)dt

+
Ty(0)

2
− Ty(tN)

2
e−2πik

=
∞

∑
m=−∞

∫ ∞

−∞
y(t)Π

(
t − tN/2

tN

)
e−2πit( fk−m fs)dt

+
Ty(0)

2
− Ty(tN)

2
e−2πik

=
∞

∑
m=−∞

e−πi( fk− fosc−m fs)tN sinc(( fk − fosc − m fs)tN)tN

+
∞

∑
m=−∞

e−πi( fk+ fosc−m fs)tN sinc(( fk + fosc − m fs)tN)tN

+
Ty0

2
− TyN

2
e−2πik

(F.23)

for the non-decaying signal. This result is again significantly different
than the solution for the FT.
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f.4 python package

The DFTtools Python packaged was developed to simplify and
automate the analysis of NMR spectra that occurred during this
thesis. It is capable of fitting a larger number of resonances (> 1024)
in a spectrum created by DFT of a finite, regularly sampled time
domain signal. It was especially developed to automate the correction
of DFT artifacts mentioned above and, by that, improve the accuracy
of the fit results.

The tool will be released soon and accompanied by the publication
Bodenstedt et al. [77].

Single Resonance Example

A mono-exponentially decaying cosine can be generated using the
following syntax:

1 import numpy as np

2 import matplotlib.pyplot as plt

3

4 from dfttools.datatypes import Scan

5

6 n = 2**12 # 4096 samples

7 sample_rate = 2e3 # 2.0 kHz sampling rate

8 f0 = 5.0 # 5.0 Hz resonance frequency

9 gamma = 1.0 # 1.0 s^{-1} Relaxation rate

10

11 scan = Scan() # Scan object that contains time-domain and

frequency-domain data

12

13 # td stands for time-domain

14 scan.td.sample_rate = sample_rate

15 scan.td.x = np.arange(0.0, n/sample_rate, 1/sample_rate)

16 scan.td.y = np.cos(2 * np.pi * f0 * scan.td.x) * np.exp(-Gamma*t

)

from which the DFT can be easily created

1 scan.calculate_fft(

2 norm="CFT",
3 window="rectangular",
4 )

Since often the frequency, amplitude, and phase are not known, the
signal can then be fitted and plotted. Figure F.3 shows the spectrum
as well as the fit error.
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Figure F.3: Absolute fit error (the lower the better) for a single resonance
at 500 Hz. The brown curve represents the absolute spectrum
that is fitted. Even just correcting for the finite window (orange)
and fixing the baseline (green) significantly reduces the fit error.
Adding the corrections for the finite sample rate (red and purple)
reduces the fit error even further. A quantitative analysis of the
fit uncertainties is provided in Table F.1.

1 resonance = scan.fd.create_resonance(

2 line_shape="lorentzian_complex",
3 f0=f0,

4 )

5

6 resonance.fit_to_data()

7

8 plt.figure()

9 plt.xlabel("frequency (Hz) ")
10 plt.ylabel("absolute f i t error (arb . units ) ")
11

12 # fd stands for frequency-domain

13 scan.fd.abs.plot(label="data")
14 (scan.fd - resonance.data).abs.plot(label="no correction ")

By default, no correction terms are considered, and the pure solu-
tion of the FT in Equation F.15

aft
k = L( fk, a0/2, fosc, Γ, φ0) (F.24)

is taken.
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To correct the artifact that comes from using a finite window

awindow
k = −L( fk, aN/2, fosc, Γ, φN) (F.25)

via the correct_window() command
The infinite sum, that comes from the discrete sampling can be

approximated by including terms up to mmax

asampling
k =

mmax

∑
m=−mmax

m ̸=0

L( fk − m fs, a0/2, fosc, Γ, φ0)

mmax

∑
m=−mmax

m ̸=0

( fk − m f s, aN/2, fosc, Γ, φN)

(F.26)

via the correct_sample_rate_artifacts(m_max) command.
Finally, the baseline corrections

abaseline
k =

Ty0

2
− TyN

2
e−2πik (F.27)

can be included with the correct_baseline() command.
Combined the fully corrected DFT component up to mmax is given

by

acorrected
k = aft

k + awindow
k + asampling

k + abaseline
k (F.28)

and can be applied to each resonance object via the following com-
mands:

1 resonance.correct_window()

2

3 m_max = 10

4 resonance.correct_sample_rate_artifacts(m_max)

5 resonance.correct_baseline()

Figure F.3 shows the fit error for different correction terms for the
example described above. The fit uncertainties are listed in Table F.1.

Fitting Multiple Resonances

Since the DFT, FT, and DTFT are linear transformations, the same
procedure can be applied to a spectrum which is the sum of mul-
tiple resonances. The following example generates 512 resonances
with random amplitude, phase, frequency, and linewidth at a low
sampling rate and with only 4096 samples:
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mode σ( fosc) σ(a0) σ(φ0) σ(Γ)

in Hz in rad in s−1

no correction 5.2 × 10−5 1.3 × 10−1 5.0 × 10−4 5.2 × 10−5

window 5.8 × 10−5 2.4 × 10−4 4.3 × 10−4 7.8 × 10−5

baseline 6.5 × 10−6 2.1 × 10−4 2.9 × 10−5 1.9 × 10−4

mmax = 10 1.2 × 10−6 1.7 × 10−5 4.9 × 10−6 1.7 × 10−5

mmax = 100 1.2 × 10−7 1.8 × 10−6 5.2 × 10−7 1.8 × 10−6

mmax = 1000 1.2 × 10−8 1.8 × 10−7 5.2 × 10−8 1.8 × 10−7

Table F.1: Standard deviations of the fit parameters for different correction
terms for the single resonance in the example shown in Figure F.3.
The last two rows are only for academic purposes to highlight
the scaling of the uncertainties with an increase of the number
mmax. For a single resonance, even an uncorrected fit provides
quite good results except for the amplitude parameter.

1 n_res = 512 # 512 resonances

2

3 n = 2**12 # 4096 samples

4 sample_rate = 2e3 # 2.0 kHz sample rate

5 m_max = 10 # Number of summands in the infinite sum

6

7 # Frequencies randomly distributed between 0Hz and 1000Hz

8 np.random.seed(3)

9 f0 = np.random.random(n_res) * 1000.0

10

11 # Phases randomly distributed between 0 rad and 2 pi rad

12 np.random.seed(4)

13 phi = np.random.random(n_res) * 2 * np.pi

14

15 # Amplitudes randomly distributed between 0.0 and 1.0

16 np.random.seed(5)

17 ampl = np.random.random(n_res)

18

19 # Relaxation rates randomly distributed between 0.3 s^{-1}

20 np.random.seed(6)

21 gamma = np.random.random(n_res)*.1 + .2

22

23 t = np.arange(0.0, n/sample_rate, 1/sample_rate)

24

25 scan = Scan()

26 scan.td.sample_rate = sample_rate
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27 scan.td.x = t

28 scan.td.y = np.zeros_like(t)

29

30 # Generate time-domain signal

31 for ampl_i, f0_i, gamma_i, phi_i in zip(ampl, f0, gamma, phi):

32 scan.td.y += ampl_i * np.cos(2 * np.pi * f0_i * t + phi_i) *
np.exp(-gamma_i * t)

33

34 scan.calculate_fft(

35 norm="CFT",
36 window="rectangular",
37 )

38

39 resonances = Resonances()

40 for ampl_i, f0_i, gamma_i, phi_i in zip(ampl, f0, gamma, phi):

41 resonance = scan.fd.create_resonance(

42 fit_width=5.0,

43 line_shape="lorentzian_complex",
44 f0=f0_i

45 )

46

47 resonance.correct_window()

48 resonance.correct_sample_rate_artifacts(m_max)

49 resonance.correct_baseline()

50

51 resonances += resonance # Simple syntax for adding resonance

objects

Further Features

The DFTtools package features various line shapes (e.g. Gaussian,
symmetric/asymmetric Lorentzian, Voigt

3), normalization (e.g.
FT-like, power/amplitude spectral density) and window functions
(e.g. rectangular, Hamming

4, Hahn). It also has convenient tools for
background subtraction and filtering. The package will be released
under an open-source license. The requirements are limited to a

3 Woldemar Voigt (1850–1919) was a German physicist who made important con-
tributions to the understanding of the behavior of materials under stress, and is
particularly known for his formulation of the Voigt notation used in tensor analysis
and continuum mechanics.

4 Richard Hamming (1915–1998) was an American mathematician and computer sci-
entist known for his significant contributions to information theory, error–correcting
codes, and digital signal processing, and for the development of the Hamming
codes used in computer memory systems.
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Figure F.4: Absolute fit error (the lower the better) for 512 resonances, ran-
domly distributed over a 1 kHz frequency band. The brown
curve represents the data that is fitted. Even just correcting for
the finite window (orange) and fixing the baseline (green) signif-
icantly reduces the fit error. Adding the corrections for the finite
sample rate (red and purple) reduces the fit error even further.
A quantitative analysis of the fit uncertainties is provided in
Table F.2.

mode σ( fosc) σ(a0) σ(φ0) σ(Γ)

in Hz in rad in s−1

no correction 3.9 × 10−2 3.2 × 10−1 5.7 × 10−1 1.6 × 10−1

window 2.8 × 10−3 8.5 × 10−3 2.0 × 10−2 1.7 × 10−2

baseline 1.2 × 10−3 3.3 × 10−3 8.2 × 10−3 6.8 × 10−3

mmax = 10 3.5 × 10−5 1.2 × 10−4 2.6 × 10−4 2.3 × 10−4

mmax = 100 3.7 × 10−6 1.2 × 10−5 2.7 × 10−5 2.4 × 10−5

mmax = 1000 3.7 × 10−7 1.2 × 10−6 2.8 × 10−6 2.5 × 10−6

Table F.2: Median standard deviations of the fit parameters for different
correction terms from the 512 resonances in the example shown
in Figure F.4. The last two rows are only for academic purposes
to highlight the scaling of the uncertainties with an increase of
the number mmax. Just correcting for the artifacts from the finite
window length and correcting the baseline is often sufficient to
improve the fit accuracy by an order of magnitude.
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minimum (mostly numpy [179], scipy [180], pandas [181] and matplotlib

[182]).



G
M A G N E T O M E T E R C A L I B R AT I O N A N D
S E N S I T I V I T Y E S T I M AT I O N

This chapter summarizes the calibration procedure to obtain the
noise floor of the magnetometers and estimate its sensitivity.

g.1 power of a time domain signal

Given an arbitrary, periodic (with period duration Tperiod), time do-
main signal y(t) observed during the interval t0 = 0 to t1 = T its
total power can be estimated by calculating

scontinious
rms =

√
1
T

∫ t1=T

t0=0
y2(t)dt . (G.1)

This root mean square (RMS) value is assumed to be constant and
independent of the acquisition time T as long as T ≪ Tperiod. If
the signal is not monitored continuously but sampled at the rate
fs = 1/Ts the integral can be replaced

ydiscrete
rms =

√√√√ 1
N

N−1

∑
i=0

y(ti)2 . (G.2)

by a finite sum, where ti is given by

ti =
i
fs

(G.3)

and n is the number of samples. As long as the sampling rate and
the signals frequency 1

Tperiod
have a non-rational ratio it can be shown

ycontinious
rms

limT→∞= ydiscrete
rms = yrms (G.4)

and both values are identical for T → ∞.
The “power” of the signal

P = y2
rms (G.5)

is then given by the squared RMS signal.
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There are alternative ways to specify the strength of a signal alter-
natively to provide the RMS value. For a symmetrical signal, the peak
amplitude describes the maximum signal

ypeak = max
t

|y(t)| (G.6)

of the absolute signal. Alternatively, the peak-to-peak amplitude

yp−p = max
t

y(t)− min
t

y(t) (G.7)

defines the difference between the highest or lowest signal value.
These parameters are popular but, in contrast to the RMS value
srms, require the knowledge of the exact periodic signal profile to
determine the signal power. However, the conversion factors are
well-known for common signals. For example, for a sine signal

y(t) = ypeak sin(2π f t) (G.8)

it holds

ypeak =
yp−p

2
=

√
2yrms . (G.9)

To prevent wrong calibration results, it is always important to be
aware how the signal amplitude is specified. The same procedure
can be applied to specify the noise power of the signal.

g.2 amplitude spectral density

Often not the total noise is of interest, but its spectral distribution.
Fourier analysis is often the tool of choice to transform a time-
domain signal into the frequency domain. In the field of signal
processing, assuming a discretely sampled signal yi = y(ti), the DFT
is typically defined by

ak = Ts

N−1

∑
m=0

yme−2πi mk
N . (G.10)

Normalization

However, to provide any useful physical meaning it is required to
normalize

ak 7→ nak = anorm
k (G.11)
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the result obtained from the DFT. The most canonical normalization NTs is the sample
spacing in the
frequency domain.

for amplitude spectral densities requires

y2
rms

!
=

N−1

∑
k=0

∣∣anorm
k

∣∣2
NTs

(G.12)

that the “integral” of the squared, absolute amplitude spectral density
is equal to the RMS value of the signal. Once properly normalized,
the elements anorm

k are called the ASD, whereas the squared, absolute
elements

∣∣anorm
k

∣∣ are called PSD. If the signal is measured in the unit
V, the amplitude spectral density (ASD) is given in units V/

√
Hz,

whereas the power spectral density (PSD) is given in units of V2/Hz.
Explicitly calculating Equation G.12

y2
rms

!
=

N−1

∑
k=0

∣∣anorm
k

∣∣2
NTs

=
n2 fs

N

N−1

∑
k=0

∣∣∣∣∣Ts

N−1

∑
m=0

yme−2πi mk
N

∣∣∣∣∣
2

=
n2 fs

N

N−1

∑
k,m,m′=0

ymym′e−2πi (m−m′)k
N

=
n2 fs

N

N−1

∑
m,m′=0

ymym′

N−1

∑
k=0

e−2πi (m−m′)k
N

=
n2 fs

N

N−1

∑
m,m′=0

ymym′ Nδmm′

= n2Ts

N−1

∑
m

y2
m

= n2Ts

N−1

∑
m

y2
m

= n2NTsy2
rms

(G.13)

leads to a normalization factor

n =
1√
NTs

. (G.14)

Figure G.1 summarizes the different normalization factors for
single-sided spectra (see next section).
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Figure G.1: Normalization factors for ASD and PSD for single sided spectra.
Coming from a discretely sampled time domain signal, the
PSD and ASD are obtained via DFT. The PSD is the squared,
absolute ASD.

Single-Sided Spectrum

Many signals in physics are real-valued. In the context of Fourier

analysis, this implies that one side of the spectrum is redundant

aasd
−k = aasd

N−k

=
√

2 fsN
N−1

∑
m=0

yme−2πi−mk
N

=
√

2 fsN
N−1

∑
m=0

y∗me−2πi mk
N

=
√

2 fsN
N−1

∑
m=0

yme−2πi mk
N

= aasd
k

(G.15)

since it can be reconstructed from the other side by complex conjugat-
ing. This is the reason that most of the time only the first N // 2 + 1
elements are given for the ASD and PSD.The top line is for

even N and the
bottom for uneven N.
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However, to ensure the integral still evaluates to the total RMS
signal

y2
rms = |na0|2 + |na1|2 . . . |naN//2+1|2 . . . |naN−1|2

= n2 ×

|a0|2 + |a1|2 + |aN−1|2 + · · ·+ |aN/2|2

|a0|2 + |a1|2 + |aN−1|2 + · · ·+ |aN//2|2 + |aN//2+1|2

= n2 ×

|a0|2 + |a1|2 + |aN−1|2 + · · ·+ |aN/2|2

|a0|2 + |a1|2 + |aN−1|2 + · · ·+ |aN//2|2 + |aN//2+1|2

= n2 ×

|a0|2 + 2 |a1|2 + · · ·+ |aN/2|2

|a0|2 + 2 |a1|2 + · · ·+ 2 |aN//2|2

= n2 ×


1√
2

∣∣∣√2a0

∣∣∣2 + ∣∣∣√2a1

∣∣∣2 + · · ·+ 1√
2

∣∣∣√2aN/2

∣∣∣2
1√
2

∣∣∣√2a0

∣∣∣2 + ∣∣∣√2a1

∣∣∣2 + · · ·+
∣∣∣√2aN//2

∣∣∣2
≡ n2 ×

N//2

∑
k=1

wk

∣∣∣√2ak

∣∣∣2
(G.16)

the normalization factor

n 7→
√

2n =

√
2

NTs
(G.17)

has to be adjusted1 and a weighting factor

wi =


1√
2
, if i = 0 or i = N/2

1√
2
, otherwise

(G.18)

has to be introduced to avoid double-counting the first (and some-
times the last2) element. Table G.1 summarizes the normalization
factors.

Windowing

Applying a window function

yi 7→ Wiyi (G.19)

1 Forgetting this would lead to an overestimation of the sensitivity by a factor of
√

2.
2 aN/2 only exists if N is even.
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ASD/PSD single/double-sided n nTs

ASD double-sided 1√
Ts N

1√
fs N

ASD single-sided
√

2
Ts N

√
2

fs N

PSD double-sided 1
Ts N

1
fs N

PSD single-sided 2
Ts N

2
fs N

Table G.1: Summary of the normalization factors. For pure real valued
signals allow single-sided spectra. If the full, doubled-sided
spectrum is considered, the normalization factor differs by a
factor of

√
2 for the ASD and by a factor of 2 for the PSD.

to a time-domain signal is often used to reduce the effect spectral
leakage in the frequency domain signal. As long as the window is
power-normalized, i.e.The usual definitions

of window functions
are often not
normalized! 1 1

=
N−1

∑
i=0

|Wi|2 (G.20)

the same normalization factors derived above can be used for the
ASD and PSD.

g.3 test signal estimation

Often the ASD is required not in units of V/
√

Hz (or whatever unit
the signal is measured in) but in a more meaningful unit like T/

√
Hz.

In order to get the conversion correctly, a good way is to apply a
test signal with well know rms-amplitude Btest,rms (e.g. in T) and
comparing it to response of the device.

The response is most conveniently quantified in the frequency
domain. However, as Figure G.2, the signal amplitude cannot be
just estimated by looking for the highest data point in the spectrum.
In the figure, four time-domain signals with the same Btest,rms are
Fourier transformed but they lead to very different peak amplitudes.
A good way to extract the RMS-amplitude of the response ytest,rms is
a fit of the exact line shape (see Appendix F) followed by integrating
the signal in the way described above.

The ration of

ytest,rms

Btest,rms
= bresponse (G.21)
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2.

defines the response in units of V T−1.

g.4 sensitivity calibration

The response bresponse( f ) is usually frequency dependent. By measur-
ing the response for all frequencies within the measurement band-
width and interpolating the points in between, the full magnetometer
response can be measured. The frequency-dependent sensitivity of
the magnetometer is then simply given by

sk = b−1
(

k fs

N

)
anorm

k . (G.22)

This is also graphically illustrated in Figure G.3.
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